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Price Controls and Banking in Emissions Trading: An Experimental Evaluation 

 

Abstract: We present results from laboratory emissions markets designed to investigate the 

effects of price controls and permit banking on limiting permit price risk. While both instruments 

reduce between-period price volatility and within-period price dispersion, combining price 

controls and permit banking yields important benefits. Banking alone produces high permit 

prices in earlier periods that fall over time, but the combined policy produces lower initial prices 

and lower volatility. However, banking, price controls, and the combination all produce higher 

between-period emissions volatility. Hence, for emissions markets that seek to control flow 

pollutants with strictly convex damages, efforts to limit permit price risk can result in higher 

expected damage.   

 

Keywords: Emissions trading, Cap and trade, Laboratory experiments, Permit markets, Permit 

banking, Price controls, Price collars 

 

JEL Codes: C91, L51, Q58 

 

1. Introduction 

The highly uncertain costs of controlling greenhouse gas emissions have generated significant 

research and policy innovation in modifying emissions markets to contain abatement costs and 

limit permit price risk. While several methods for doing so have been proposed, the two most 

important are giving firms the ability to bank emissions permits and implementing permit price 
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controls.
 1

 In this paper we provide results from a series of laboratory emissions permit markets 

that were designed to evaluate the relative effectiveness of these methods in terms of limiting 

permit price risk.   

 Permit banking allows firms to shift abatement across time in a cost-effective manner and 

to hedge against permit price risk associated with uncertain abatement costs, uncertain emissions, 

and other stochastic elements (Rubin 1996, Schennach 2000). Imposing a permit price ceiling 

and floor on emission trading—a so-called price collar—is a more direct way of limiting price 

volatility.
2
  It is well known that an optimal hybrid policy of price controls and emission trading 

is never less efficient, and is often more efficient, than a pure trading program (Roberts and 

Spence 1976). Some analyses of price controls only involve price ceilings, or safety valves (Pizer 

2002, Jacoby and Ellerman 2004), but several simulation studies have demonstrated the cost-

effectiveness of combining price ceilings and price floors (Burtraw et al. 2010, Fell and 

Morgenstern 2010, Philibert 2008).
3
  

 Most existing emissions trading programs allow some form of permit banking, and many 

recent proposals to control greenhouse gases also include some form of price control. (See Hood 

2010 and Newell et al. 2013 for several examples).  However, little work has been done to 

                                                 

1
 Fell et al. (2011) provide a recent literature review on alternative cost-containment approaches. 

2
 Prices in existing permit markets can be fairly volatile. Pizer (2005) presents time series of permit prices that 

illustrate this volatility in the RECLAIM program and the NOX Budget Trading program. Nordhaus (2007, pg. 38) 

estimates average volatility in the SO2 Allowance Trading program between 1995 and 2006 and finds that it exceeds 

the volatility of the consumer price index and the volatility of the stock price index for the Standard and Poor 500 by 

significant amounts, and approaches the volatility of crude oil prices.  
3
 Recent theoretical papers that examine emissions markets with price controls and other cost-containment measures 

include Weber and Neuhoff (2010), Webster et al. (2010), and Grull and Taschini (2011), and Stranlund and Moffitt 

(2013).  
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examine the combined effects of price controls and permit banking, perhaps because of the lack 

of field data. Exceptions include Fell and Morgenstern (2010) and Fell et al. (2012) who 

conducted numerical simulations of a U.S. cap-and-trade policy for carbon dioxide with permit 

banking and alternative forms of price control. While numerical simulations of proposed policies 

provide important information about their potential performance, they are typically based on 

idealized behavioral and informational assumptions. Economic experiments can complement 

numerical simulations when field data are lacking by highlighting actual behavior under specific 

regulations in controlled environments.  

 Several studies have used experiments to study banking behavior in laboratory emissions 

markets. Permit banking tends to reduce permit price volatility (Godby et al. 1997, Cason and 

Gangadharan 2006), but subjects are not always able to exploit the potential gains from banking 

(Muller and Mestelman 1998). No one to our knowledge has used laboratory experiments to 

investigate the performance of emission markets with the combination of banking and price 

controls.
4
  

 In our experiments, subjects participated in a market for a limited number of permits that 

allowed them to produce a fictitious good. Uncertainty about future production payoffs provided 

the motivation for permit banking and the justification for price controls.
5
  We utilized a 2×2 

                                                 

4
 We are aware of only one other experimental study of price controls in emissions markets. Perkis et al. (2012) 

investigate alternative price ceiling designs. They do not examine the performance of price collars (the combination 

of price ceilings and floors) nor do they consider permit banking.  

5
 We are not aware of other laboratory experiments in which banking is motivated by uncertain production benefits. 

Stranlund et al. (2011) and Cason et al. (1999) motivated banking with a reduction in the supply of emissions 

permits in the middle of multi-period trading sessions. Cason and Gangadharan’s (2006) experiments involved 

stochastic emissions, while subjects in Godby et al. (1997) were motivated by both stochastic emissions and a 
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design (with/without banking × with/without price controls). In the two treatments with permit 

banking, subjects could save as many permits as they wished in a period, but could not borrow 

permits from future allocations.  In the two treatments with price controls, subjects could buy an 

unlimited number of additional permits at a price ceiling, and could sell an unlimited number at a 

price floor. The treatment that did not allow banking and did not include price controls serves as 

a baseline.  This design allows us to determine the independent contributions of both banking 

and price controls to permit market performance. 

We analyze the effects of price controls, banking, and the combination on price levels, 

between-period price volatility (the variation in prices over time), within-period price dispersion 

(the distribution of trading prices within a period), aggregate emission levels, and emissions 

volatility (the variation in aggregate emissions over time). Permit price volatility can delay 

investment in abatement technologies and increase abatement costs over time (Zhao 2003). 

Moreover, dynamically efficient control of a uniformly mixed pollutant requires that abatement 

responsibilities be distributed to minimize within-period aggregate abatement costs, which in 

turn requires a consistent price signal (Kling and Rubin 1997). Hence, high price dispersion can 

limit the ability of emissions markets to allocate individual abatement responsibilities efficiently.  

On the other hand, banking and price controls make the level of aggregate emissions in a period 

endogenous, so these provisions can affect the environmental performance of emissions markets. 

For example if a price ceiling is set too low, or if firms over-use this feature, then price controls 

                                                                                                                                                             

reduction in the permit supply. We focus on uncertainty in production benefits because this is what motivates 

theoretical models of price controls. 
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can lead to increased aggregate emissions and environmental damage.
6
  In addition, containing 

price volatility can lead to increased volatility in aggregate emissions. Given a level of 

accumulated emissions over some time interval, increased emissions volatility does not affect 

expected environmental damage if the pollutant is a stock pollutant and there is no threat of 

exceeding a threshold that triggers a large increase in damages. However, if emissions produce a 

flow pollutant with a strictly convex damage function, then increased emissions volatility 

produces higher expected damage.  

 Our efforts yield several new results that have important implications for designing 

emissions markets, including:  

1. Both permit banking and price controls reduce within-period price dispersion and 

between-period price volatility.  Thus, both instruments promote permit price consistency 

and stability.  Moreover, the combination of banking and price controls leads to 

significantly less price volatility than either instrument alone.  

2. Permit banking alone tends to lead to high permit prices in early periods that fall over 

time as subjects build up permit banks and then draw them down.  This is consistent with 

a theoretical model of a policy that allows firms to save permits for the future but does 

not allow borrowing (Schennach 2000). Subjects build up permit banks to guard against 

                                                 

6 Debates concerning price controls have highlighted the concern that they can lead to emissions exceeding the goals 

of a cap-and-trade policy. To address these concerns for a price ceiling, Murray et al. (2009) proposes a fixed 

reserve of permits that could be sold at the price ceiling in a period. Fell et al. (2012) examine the efficiency and 

environmental integrity of so-called “soft” price controls, which allow limited purchases of additional permits at the 

price ceiling and limited sales at the price floor. They show that while soft controls effectively limit the chance that 

emissions will exceed targets, they are less efficient than controls that do not impose such restrictions. Our 

experiments do not impose these restrictions.  
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the possibility of future bank shortages and then draw down these banks as the 

continuation of the policy becomes uncertain.   

3. Combining price controls with banking leads to lower initial prices and a flatter time 

series.   Our theoretical model and experimental results suggest that this is mainly due to 

the price ceiling suppressing permit prices in early periods.
7
 The price floor also plays a 

role in smoothing the price series because it holds up prices in later periods.  

4. In our environment, the cost containment measures do not have a significant impact on 

aggregate emissions over time. However, we confirm a fundamental tradeoff between 

reduced price volatility and higher emissions volatility: banking, price controls, and the 

combination each reduce permit price volatility in exchange for significantly higher 

emissions volatility.   

  

The remainder of the paper proceeds as follows. In the next section we provide a theoretical 

model of permit banking and price controls under uncertainty. In section 3 we describe our 

experiments, and report the results of the experiments in section 4. We conclude in section 5.  

 

2. A model of permit banking and price controls under uncertainty 

In this section we sketch a model of emissions permit banking with price controls under 

uncertainty about firms’ costs of controlling emissions. The model is similar to those in Fell and 

Morgenstern (2010) and Fell et al. (2012), who use their models to conduct simulations of the 

                                                 

7
 This result confirms speculation by Jacoby and Ellerman (2004, subsection 4.1) that a price ceiling is likely to be 

most effective in the early stages of a new permit program with banking because a stock of permits to dampen 

uncertainty would take some time to build up and initial banking to build up this stock would raise prices.   
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control of carbon dioxide in the US. In contrast, we use the model to draw qualitative 

conclusions about the time paths of permit prices, emissions and banking to determine whether 

behavior in our experiments is consistent with the theory.  

An industry is allocated tL  emissions permits in a period t and industry emissions during 

the period are tQ .  Competitive trade in permits generates a price tp . It is well known that 

competitive permit trading results in maximizing within-period industry profit given the industry 

holds its aggregate emissions to tQ  (Rubin 1996). This allows us to model dynamic permit 

trading from the perspective of the industry as in Schennach (2000). Let ( , )t tB Q u  be maximum 

industry profit given tQ  emissions, with ( , ) 0Q t tB Q u   and ( , ) 0QQ t tB Q u  . The variable tu  

captures random industry-wide shocks that affect profits. This variable is unknown in periods 

before t , but is revealed at the beginning of t . 

The emissions market includes a price ceiling and price floor. To implement the price 

controls the government commits to selling an unlimited number of additional permits at an 

exogenous price c

tp , and it commits to purchasing as many permits as the industry wishes to sell 

at price f

tp .  Let c

ty  denote industry purchases of additional permits at the price ceiling in t , and 

let f

ty  denote industry sales of permits to the government at the price floor. The regulation allows 

firms to bank permits for future use or sale on a one-to-one basis, but it does not allow borrowing 

against future allocations. The industry’s stock of banked permits at the beginning of period 1t   

is 1tS   and the evolution of the aggregate bank of permits between periods is  

1 0c f

t t t t t tS S L Q y y       .       (1) 
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In every period there is an exogenous probability that the policy will continue into the next 

period. Let t  denote the probability that the program continues into period t . This feature is 

motivated by our experimental design for which 1t   in the first ten periods of each session and 

then 1t   for the remaining periods.
8
  The stochastic terminal date is the only way that our 

theoretical model differs from previous efforts by Fell and Morgenstern (2010) and Fell et al. 

(2012).  

The time paths of expected emissions, banking, and permit prices can be determined from 

the stochastic dynamic programming problem of choosing 0 1( , ,...)Q Q , 
0 1( , ,...)c cy y  and 

0 1( , ,...)f fy y to maximize the expected present value of industry profits, 

 0

0

(1 ) ( , )t c c f f

t t t t t t t

t

E B Q u p y p y 






 
   

 
 ,    (2) 

subject to (1), non-negativity constraints for c

ty  and f

ty , and 0 0S  .  In (2),   is the constant 

discount rate, and 0[ ]E   denotes the expected value at the beginning of the program.  

Market equilibrium in a period requires ( , )Q t t tB Q u p . Thus, given a realization of tu , 

the competitive permit price and aggregate emissions are inversely related. Moreover, given a 

non-empty bank 1 0tS   , there is a positive relationship between the current permit price and the 

size of the bank at the end of the period.  That is, a higher price implies reduced emissions and 

more permits banked.  We use the market equilibrium condition in the appendix to show that the 

                                                 

8
 Among the several ways we could have chosen to end each experimental session, we opted for a random end date 

as in Cason and Gangadharan (2006). 



 

9 

 

relationship between the current permit price in t  and the expected permit price n  periods ahead 

can be characterized by  

   
1

1 1

(1 ) (1 ) ,
nn

s n

t t t s t t s t s t t n

s s s

p E E p     


 

   

 

 
     

 
     (3) 

where 0, ,...,t t n     are the Lagrange multipliers attached to the no-borrowing constraints 

in every period, and tp  and t np   are constrained by the price controls. 

The simplest possible special case of the model is when there is no chance that the 

program will end in the interval ( , )t t n  and there is no chance that the permit bank will be 

empty in that interval. Then, all the   terms in (3) are equal to 1,   0t t sE     for each 

0,...,s n , and (3) simplifies to  (1 ) n

t t t np E p 

  . This relationship indicates that the 

expected price of permits increases at the rate of discount. This Hotelling-type result is standard 

in the literature on pollution permit banking, and appears to be noted first by Rubin (1996) and 

Cronshaw and Kruse (1996) under conditions of certainty.  

However, Schennach (2000) showed that uncertainty and the prohibition on borrowing 

permits tends to motivate increased banking in earlier periods to guard against the possibility that 

the bank will be empty in the future. Continuing to assume that 1, ,..., ,t t n     the 

possibility that the aggregate bank will be empty at some point in the interval ( , )t t n  implies  

 
1

1

(1 ) 0.
n

s

t t t s

s

E  








    

Thus, the restriction on borrowing increases the right side of (3), which implies that tp  must also 

be higher to hold the equality. The higher current permit price is associated with lower emissions 

and increased permit banking.  
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It is also possible that increased banking to guard against future exhaustion of the bank 

can result in falling expected prices over time. This phenomenon may be particularly relevant for 

laboratory experiments on banking, because the short length of experimental sessions implies 

that discounting future payoffs is unlikely. To illustrate falling expected permit prices, continue 

to assume that 1, ,..., ,t t n     but now assume that there is no discounting so that 0  . 

In this case (3) simplifies to  

   
1

1

n

t t t t s t t n

s

p E E p 


 



   , 

which indicates  t t t np E p  . 

The motivation to hold extra permits to guard against an empty bank can be offset by the 

possibility the program ends in the future. Note that the right side of (3) is increasing in t s  , 

0,..., ,s n  which means that the right side is lower if there is some chance the program ends in 

the interval ( , )t t n . This implies that tp  must also be lower, implying higher current emissions 

and less permit banking. If, as in our experiments, there is an extended period of time in which it 

is certain that the program will continue, the motivation to save permits to guard against an 

empty bank is likely to dominate in early periods and then lessen as the continuation of the 

program becomes uncertain. In the absence of discounting, this suggests a price path that falls 

over time as a bank of permits is built up in earlier periods and then is drawn down in later 

periods.  

Note from (3) that adding price controls can affect the evolution of permit prices by 

limiting the current price tp , or by limiting the expected future price  t t nE p  .  For example, if 

price controls reduce expected prices in the future, as might be the case if permit prices rose 
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through time, then current prices and current banking are also reduced.  On the other hand, if we 

observe falling prices with banking in the absence of price controls as the discussion above 

suggests, the addition of a price ceiling might suppress prices in early periods but the price floor 

might keep prices from falling too far in later periods. If the price ceiling binds in early periods, 

then initial prices are lower than they would have been in the absence of price controls, resulting 

in less permit banking in early periods. On the other hand, if the price floor holds up prices in 

later periods, then we might observe more banking in these periods. Overall, we expect that 

adding price controls to a program with banking will flatten the permit price path.  

 

3. Experimental Design and Procedures 

We framed our experiments as a production decision in which a permit was needed to produce a 

unit of a fictitious good. We chose this neutral frame to avoid potential biases due to individual 

attitudes about the environment or emissions trading. During each 3-minute period, subjects 

simultaneously produced units of the good and traded in a discriminative price double auction for 

permits. Each group consisted of eight individuals evenly divided among four types that differed 

in terms of production earnings and initial cash and permit allocations. In line with our 

theoretical model, we introduced uncertainty via random shocks to the subjects’ marginal 

production earnings. There were three possible marginal production earnings schedules for each 

subject type, Low (L), Medium (M) and High (H), shown in Table 1. Note that these marginal 

production earning schedules are individual single-period permit demand schedules when firms 

cannot bank permits. (In the emissions context these can be interpreted as individual marginal 

abatement cost functions).  We will refer to these schedules as permit demand schedules from 

here on. For each subject type, the different demand schedules are parallel, with the High 
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demand schedule being E$69 above the Medium demand schedule for each unit of production 

and the Low demand schedule being E$69 below the Medium demand schedule. Subjects knew 

which demand schedule they faced at the start of each period. In each period of each treatment, a 

total of 40 permits were supplied to the market. Player types A and B started each round with 

one permit, and player types C and D had an initial permit allocation of nine permits. Subjects 

also differed in their initial cash endowments. Player types A and B received E$3600 at the start 

of round one, and E$2000 at the start of subsequent rounds; player types C and D received 

E$1850 at the start of round one, and E$250 at the start of subsequent rounds. 

 Prior to the experiments we randomly generated four sequences of demand shocks to be 

applied for each treatment (Table 2). There were four unique sequences. In all treatments, 

Sequences 1 and 2 were used twice, and Sequences 3 and 4 were used once, for a total of 6 

sessions per treatment. Every sequence began with two periods of the Medium demand 

schedules. Subjects knew this. The purpose was to give subjects an opportunity to bank permits 

(if allowed) in preparation for the random demand shocks that followed.  Starting with the third 

period, whether the players faced a Low, Medium, or High demand schedule was determined by 

a role of a die, with each demand level being equally likely. Each sequence lasted at least ten 

periods with certainty, and this was common knowledge. After the end of round ten and every 

subsequent period, there was a 5/6 chance that the experiment would continue for another round, 

determined by the role of a die. To ensure that subjects were aware that the sequences were 

determined in a truly random fashion, a video of the process was presented during the 

instructions.  

 There were four treatments, labeled Baseline, Price Controls (PC), Banking (Bank), and 

Banking with Price Controls (BankPC).  Figure 1 is useful for conveying the differences among 
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the treatments. The lines labeled High Demand, Medium Demand, and Low Demand are 

aggregate permit demand schedules (in the absence of banking) derived from the individual 

permit demands in Table 1.  

The Baseline treatment is a standard market experiment in which production benefits 

vary by round.  Since 40 permits were supplied to the market in every period, competitive 

permits prices are E$299 under High Demand, E$230 under Medium Demand, and E$161 under 

Low Demand. The expected price is E$230 because the a priori distribution of demand shocks is 

symmetric. 

The Price Control (PC) treatment adds both a permit price ceiling and price floor to the 

Baseline treatment. The price controls were set to be symmetric around the expected price of 

E$230 and to cut the range of competitive prices under the Baseline treatment (E$161 to E$299) 

roughly in half. This led to setting the price ceiling at E$265 and the floor at E$195. We 

implemented the price ceiling by making an unlimited number of additional permits available for 

purchase at E$265.  Asks to sell at prices above the ceiling were not accepted, and bids to buy 

permits at prices greater than E$265 were filled at E$265.  Existing asks to sell at E$265 were 

filled before new permits were issued.  The price floor was implemented by allowing subjects to 

sell as many permits as they wished at E$195. Bids below E$195 were not accepted, and asks to 

sell at prices below E$195 were filled at E$195. Existing bids to buy permits at E$195 were 

filled before permits were removed from the market.   

Note from Figure 1 that limiting price variation with the price controls produces 

additional variation in aggregate emissions relative to the fixed level under the Baseline. In 

particular, when subjects experience the High Demand, the permit price should rise to the ceiling 

and subjects should produce 52 units, which is 12 more than the initial allocation of 40. Under 
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Low Demand, the price should fall to the price floor and subjects should reduce their production 

to 24 units (a 16 unit reduction). This is an essential feature of cost-containment measures for 

emissions markets—efforts to reduce price volatility introduce additional volatility in aggregate 

emissions.  

There were no price controls in the Banking (Bank) treatment. In this treatment, subjects 

were allowed to save permits for use in the future, but they could not borrow from future permit 

allocations. Excess permits at the end of an experiment had no redemption value. Banking can 

reduce volatility in permit prices as subjects save permits in the Low and possibly Medium 

demand states to use in the High demand state.
9
 To investigate the effects of combining permit 

banking and price controls, we conducted the Banking with Price Controls (BankPC) treatment, 

which combined the procedures from the Bank and PC treatments.
10

 

A total of 192 subjects were recruited from the general student population at the 

University of Massachusetts-Amherst.  Subjects participated in a training session on one evening 

and then a data session on a subsequent day.  Training consisted of completing a set of 

instructions and a series of practice periods.  For each group, the treatment used in the training 

session was identical to the data session, but the parameters were different. At the start of the 

first session, subjects were paid $5 for agreeing to participate and showing up on time. They 

were then given an opportunity to earn additional money in the experiment. Subjects earned 

experimental dollars (E$) that were converted to US dollars at a pre-announced exchange rate.  

Subjects were paid their combined earnings for both days in cash at the end of the second 

                                                 

9
 In the instructions, subjects were informed that their final payoff could be increased by saving permits in Low 

demand periods for use in High demand periods.  This was demonstrated using values that differed substantially 

from those used in the actual experiments. 

10
 The experiment instructions are available upon request.  
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session.  Average earnings in the data sessions ranged between $15.94 and $33.94, with a mean 

of $25.99 (σ = 4.21).  Sessions lasted approximately 90 minutes.  

Our experimental design allows us to test hypotheses concerning the performance of 

banking provisions and price controls in emissions permit markets. Relative to the Baseline, the 

theoretical model of the previous section suggests that prices under the Bank treatment should 

begin relatively high as subjects build up their permit banks to guard against the risk of a bank 

shortage in the future. Prices should then fall over time as the risk of a bank outage is reduced 

and the continuation of the program becomes uncertain.  If the price controls under the BankPC 

treatment suppress initial prices, then we should observe lower initial prices that do not fall as 

rapidly, if at all, and less banking. The price floor may contribute to the smoothing of the permit 

price path if it holds up prices in later periods. 

Relative to the Baseline, giving subjects the ability to bank permits, imposing price 

controls, and the combination of the two should reduce between-period permit price volatility. 

We are not as interested in whether price controls or banking are more effective at controlling 

price volatility, because the answer is sensitive to the specific parameters used. For example, the 

extent to which price controls limit volatility is likely to be very sensitive to how tight we set the 

price controls.  Instead, we focus on whether price controls and banking are complementary 

measures for controlling price volatility in the sense that combining these measures leads to 

lower volatility than either measure alone. Moreover, to the extent that price controls, banking, 

and the combination are successful at reducing permit price volatility, we should observe 

significant volatility in aggregate production.   

We do not have a priori expectations about the treatment effects on within-period price 

dispersion, and we are not aware of a theoretical model of emissions permit trading that allows 
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for price dispersion to look to for guidance. However, if we observe high price dispersion in the 

Baseline or Bank treatments, then it is reasonable to expect that the price controls will reduce 

this dispersion as they truncate the range of possible prices. 

 Finally, we have clear predictions about the use of the price controls in the absence of 

banking. All trades in the High demand state should take place at the price ceiling, and all trades 

in the Low demand state should take place at the price floor. Neither control should be activated 

in the Medium demand states. We do not have a clear prediction about how often the price 

controls will be used when they are combined with the ability to bank permits.  

 

4. Results 

In this section we present the results of our experiments. We begin by analyzing the effects of the 

different policies on price levels, between-period price volatility, and within-period price 

dispersion, as well as the use of the price controls in the PC and BankPC treatments.
11

  We then 

analyze the policy effects on aggregate emission levels and emissions volatility.  

For much of the analysis we divide the results into three time intervals, Periods 1-2, 

Periods 3-9, and Periods 10-13. These breaks are motivated by the experimental design. Recall 

that there was no uncertainty about permit demand schedules in Periods 1-2. We expected that 

subjects would use these Medium demand periods in the Bank and BankPC treatments to prepare 

themselves for future uncertainty. Moreover, recall that for each random sequence of permit 

demand shocks, starting with period 10 there was a 1/6 chance that the experiment would end 

                                                 

11
 Of the 6325 trades across all treatments in periods 1-13, we exclude 7 trades at prices less than E$30 and another 

7 trades at prices above E$1000. None of our qualitative conclusions are affected by omitting these outliers. 
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after the period was over. Note also that each sequence lasted at least 13 periods.  Therefore, our 

third time interval was Periods 10-13, and the middle interval was Periods 3-9.  

 

4.1 Prices 

Our analysis of permit prices focuses on treatment and time interval effects on average prices, 

between-period price volatility, and within-period price dispersion.  Average prices,

1
(1/ ) ,

I

gt igti
p I p


   are calculated as the mean of all transactions (I total transactions indexed 

by i) for a given group (g) in a given period (t).  Price volatility, , 1| |gt g tp p  , is calculated as 

the absolute difference in the average price for group g between periods t  and 1t  .  Price 

dispersion, 
1

(1/ ) | |
I

igt gti
I p p


 , is calculated as the mean absolute difference between each 

trading price and that period’s average price.  

Unconditional means by treatment and time interval for each of the three variables of 

interest are provided in Table 3. In Table 4, we also present the results from three linear random 

effects models of the form 0 .gt gt g gty x        Random effects for each group are 

2(0, )g N   , 
2(0, )gt N   is the idiosyncratic error term, and gtx  is a vector of independent 

variables (including interaction terms) for group g in period t . The models include dummy 

variables for treatment, treatment interacted with time interval, and the random sequence of 

permit demand shocks.  We present the results of hypothesis tests of differences between 

treatments in Tables 5 through 7.  

 



 

18 

 

4.1.1 Average prices 

The Baseline treatment serves as a control against which the outcomes of the other treatments 

can be compared.  Recall that this treatment consists of a standard discriminative price double 

auction with a series of independent periods (i.e., permits cannot be banked). Price discovery and 

convergence to competitive equilibrium prices can be challenging in this environment because 

aggregate demand may vary each period after period 2.  Nevertheless, for each of the three time 

intervals shown in Table 3, average prices in the Baseline treatment are within 5% of average 

prices in a perfectly competitive equilibrium.
12

  Consistent with the large literature on double 

auction experiments, efficiency in the Baseline treatment averages 98%, suggesting that the 

environment is highly competitive and not susceptible to market power.
13

 As expected, Wald 

chi-squared tests in Table 5 confirm that there is no statistically significant difference in average 

prices between the Baseline and PC treatment in any of the three time intervals. Efficiency in the 

PC treatment also averages 98%. 

 There are significant price effects when subjects could bank permits in the absence of 

price controls. Table 3 shows, and Tables 4 and 5 confirm that average permit prices under the 

Bank treatment in the first time interval are significantly higher than under any of the other 

treatments. Prices under the Bank treatment dropped significantly from Periods 1-2 to Periods 3-

9 (p = 0.04), but still remained higher than the average prices for the Baseline and PC treatments 

in this second time interval (Table 5). In the final time interval, when there was a chance the 

                                                 

12
 For each of the three time intervals, the average competitive equilibrium price under the Baseline treatment 

depends upon the realization of stochastic demand shocks.  The first two periods were known in advance to be 

Medium, with a competitive price of E$230. Given the sequences of random draws over periods 3-9, the average 

competitive price was E$245; in periods 10-13, the average competitive price was E$226. 

13
 Efficiency is defined as the ratio of the actual earnings to the maximum possible earnings. 
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experiment would end after each round, average prices in the Bank treatment continued to fall (p 

= 0.00), and were significantly below the average prices in the Baseline and PC treatments 

(Table 5).  

The price effects under the Bank treatment are mitigated when banking and price controls 

are combined in the BankPC treatment.  Figure 2 presents the mean prices (pooled over groups) 

for the Bank and BankPC treatments.  Tests in Table 5 confirm that prices under the BankPC 

treatment in the first time interval are significantly lower than under the Bank treatment. BankPC 

prices are also lower in the middle interval, but not significantly so, and they are higher in the 

last interval, but again the difference is not significant. It is clear that, relative to the Bank 

treatment, BankPC prices start much lower and the path tends to be flatter.  

The patterns we observe in the price paths of the Bank and BankPC treatments are 

entirely consistent with our theoretical predictions. Under the Bank treatment, prices are high in 

early periods as subjects accumulate permits to guard against potential bank shortages. Prices 

decline over time as the risk of a bank shortage is reduced and the continuation of the program 

becomes uncertain. Figure 3 shows that subjects tended to build up permit banks for the first six 

periods and then used most, but not all, of the permits over the remaining periods. The fact that 

there was a positive number of permits banked after period 10 suggests that some subjects 

continued to be concerned about bank shortages even when continuation of the experiment 

became uncertain. 

Adding price controls to the banking environment results in lower initial prices because 

the price ceiling holds down early prices. Note in Figure 2 that average prices under the Bank 

treatment are above the price ceiling of the BankPC treatment in the first four periods. The left 

panel of Figure 4 shows the percent of trades under the Bank treatment that took place at prices 
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equal to or higher than the price ceiling under the BankPC treatment (E$265), as well as the 

percent of trades at prices at or below the BankPC price floor (E$195).  (The right-side panel of 

Figure 4 presents the percent of trades at the price ceiling and at the price floor under the 

BankPC treatment, which we will discuss shortly).  Note that the majority of trades under the 

Bank treatment are at prices higher than the price ceiling of the BankPC treatment for the first 

five periods. It is clear that the price ceiling under the BankPC treatment suppresses prices in 

these initial periods.  Also note in Figure 3 that subjects appear to build up smaller permit banks 

under the BankPC treatment than the Bank treatment; however, the difference is not statistically 

significant.  

While the price ceiling under the BankPC treatment suppresses prices in early periods, 

which by itself would produce the flatter time series, it appears likely that the price floor also 

plays a role in smoothing the price series by holding up prices in later periods. Note in Figure 2 

that the series of mean prices under the Bank treatment dips below the price floor of the Bank PC 

treatment in periods 11 and 12. Moreover, note in the left panel of Figure 4 that a high 

percentage of trades in later periods of the Bank treatment are at prices at or below the BankPC 

price floor (49% in period 11, 70% in period 12, and about 34% in period 13).  

 

4.1.2 Between-period price volatility 

In analyzing price volatility we ignore the results from Periods 1-2 because, with only two 

periods in this interval, there is only one observation for each of the six groups. In Periods 3-9, it 

is clear that banking, price controls, and their combination all significantly reduce permit price 

volatility vis-à-vis the Baseline (Table 3 and Table 6). The difference in price volatility between 

the Bank and PC treatments is not statistically significant, but this may be due to the specific 



 

21 

 

price controls used in the experiment. Tightening (loosening) the controls in the PC treatment 

could lead to significantly lower (higher) volatility than in the Bank treatment. More importantly, 

the combination of banking and price controls in the BankPC treatment leads to significantly less 

permit price volatility than either instrument alone (Table 6).
14

   

 Table 3 suggests an increase in volatility between Periods 3-9 and Periods 10-13 in all 

treatments, but this effect is statistically significant only in the Bank treatment (p = 0.00).  As a 

consequence of the increase in volatility in the Bank treatment, there is not a significant 

difference in volatility between the Bank treatment and the Baseline in the last time interval and 

substantially more volatility under the Bank treatment in this interval than under the PC and 

BankPC treatments (Table 6). 

 

4.1.3 Within-period price dispersion 

The most dramatic feature of the within-period price dispersion results in Table 3 is that Baseline 

prices are significantly more disperse in the first two periods than in the Bank, PC, and BankPC 

treatments (significance tests are in Table 7). Thus, each policy reduces price dispersion relative 

to the Baseline in the early periods of the markets. However, price dispersion under the Baseline 

fell significantly from the first to the middle time interval (p = 0.00), and fell again in the last 

time interval (p = 0.05). Note from Table 7 that prices continued to be more disperse under the 

Baseline treatment than the other treatments in the middle time interval, but the differences are 

                                                 

14
 The difference in price volatility between the Bank and BankPC treatment may not be as pronounced in a mature 

program with a zero chance that the program will end in the near future. In this setting we might expect more stable 

permit banking and more stable price series with both banking and banking combined with price controls, but the 

stabilizing effect may be greater on a program with banking alone. 
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smaller. This trend continues into the last time interval, in which only the PC treatment has 

significantly lower price dispersion than the Baseline. Thus, while all the policies reduced price 

dispersion relative to the Baseline in the early periods, this effect diminished over time as price 

dispersion under the Baseline fell. 

As for comparisons among the policy instruments, the tests in Table 7 reveal that there 

are no significant differences in price dispersion between PC and BankPC treatments. Price 

dispersion under BankPC is lower than under Bank, although only significantly lower in the final 

time interval. Thus, while combining banking and price controls more effectively reduces 

between-period price volatility than either instrument alone, combining the instruments does not 

have a clear advantage in terms of limiting within-period price dispersion. It is clear, however, 

that combining banking and price controls does not lead to greater price dispersion than either 

instrument alone.  

 

4.1.4 The use of the price controls 

We analyze the use of the price controls under the BankPC treatment differently than the PC 

treatment. Our theoretical model and results mentioned thus far suggest a temporal pattern in the 

use of the price controls in the BankPC treatment that is consistent with banking to smooth 

emissions through the random demand shocks. In contrast, under the PC treatment periods are 

independent because there is no banking, so fluctuations in the use of the price controls are 

determined by the random fluctuations in demand shocks.  

Starting with the use of the price controls in the BankPC treatment, recall that we have 

argued that the price controls suppress prices in early periods and support prices in later periods.  

Consistent with this observation, the right panel of Figure 4 reveals that the price ceiling is 
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triggered more frequently than the price floor in the first five periods of the sessions. In the first 

five rounds, 15% of trades were at the price ceiling and only 1% at the price floor. However, this 

difference is not significant (p=0.17).
15

  In the last three rounds this pattern is reversed, with the 

price floor occurring significantly more often than the ceiling (30% vs. 1%, p=0.03). 

It is interesting to compare the percent of trades that trigger the price controls in the 

BankPC treatment with the percent of trades that meet or fall outside the price control bounds 

under the Bank treatment. There is a much higher percent of trades that meet or exceed the price 

ceiling in the first five periods of the Bank treatment (72%) than trades that trigger the price 

ceiling in these periods under the BankPC treatment (15%, p=0.00). In the last three rounds of 

the Bank treatment, 51% of trades are at or below the floor, which is higher than the 30% rate in 

the BankPC treatment (p=0.09).
16

 One might expect these percentages to be roughly similar, but 

it appears that by truncating the range of possible trading prices, the price controls under the 

BankPC treatment tend to move prices away from their boundaries.
17

  

 As noted above, the use of the price controls under the PC treatment is determined by the 

fluctuations in demand shocks rather than dynamic subject strategies as in the BankPC treatment. 

Therefore, the left panel of Figure 5 presents the frequency with which the price controls are 

triggered in PC treatment by aggregate demand level. The right panel presents the frequencies in 

the Baseline treatment with which prices are at or above the PC price ceiling, at or below the PC 

                                                 

15
  Statistical inferences in this subsection are based on an OLS regression model with the percent of trades as the 

dependent variable. The explanatory variables are dummy variables to capture combinations of the price controls 

(price ceiling and price floor), time intervals (periods 1-5 and 11-13), and the four treatments.  
16

 There are not significant differences between the treatments in the percent of trades at or below the price floor in 

the first five periods and the percent of trades at or above the price ceiling in periods 11-13.  
17

 This observation is consistent with the bidding patterns in double auction experimental markets with nonbinding 

price controls described in Isaac and Plott (1981), Smith and Williams (1981) and Smith and Williams (2008).   
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price floor, and in the nonbinding range. Recall that theory suggests that prices should always be 

in the non-binding range in both treatments with the Medium aggregate permit demand. In Low 

demand periods the price floor would always bind in the PC treatment while prices would always 

be at or below the PC price floor in the Baseline treatment. In High demand periods, the price 

ceiling would always bind in the PC treatment while prices would always be at or exceed the PC 

price ceiling in the Baseline treatment.  

One concern about emissions markets with price controls is that they will be used too 

often because they become focal prices. Moreover, if one control is activated more than the 

other, we may observe a situation in which new permits are created because too many trades 

occurred at the price ceiling, or too many permits are removed from the market as a result of too 

many trades at the price floor. Figure 5 shows that the price controls do not bind in 96% of trades 

in the Medium demand state under the PC treatment. This reveals that the price controls did not 

become focal points and were not activated more often than expected. In fact, Figure 5 shows 

that subjects did not use the price controls as often as predicted in either the Low or the High 

demand states. Only 46% of the trades occurred at the price ceiling in the High demand periods, 

far fewer than the competitive equilibrium prediction. Similarly, in the Low demand periods, 

only 65% of the trades occurred at the price floor. There appear to be two factors that explain 

this result. First, in the Baseline treatment, prices also fail to reach the PC price controls in the 

Low and High demand states as often as predicted. In the Baseline, only 54% of trades are at or 

above the ceiling in High demand periods and 84% of trades are at or below the floor in Low 

demand periods. The difference in the percent of trades at or above the price ceiling in the High 

demand state between the two treatments is not statistically significant (54% vs. 46%, p=0.28), 

but the percent of trades at or below the price floor in the Low demand state is significantly 
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higher in the Baseline treatment (84% vs. 65%, p=0.07).
18

 Thus, part of the reason the price 

controls are not activated as often as predicted in the PC treatment is that prices under the 

Baseline do not reach the levels of the PC controls as often as predicted. The other reason, as 

already noted, is likely to be that the presence of the price controls in the PC treatment truncates 

the range of possible bids and asks, moving prices away from their boundaries.  

 

4.2 Emissions 

The analysis now focuses on aggregate emissions for each group in each period and the between-

period variation in this variable (emissions volatility).  Table 8 presents unconditional means of 

aggregate emissions and emissions volatility, respectively, by treatment and time interval. We do 

not include Baseline emission levels, because these are constant at 40 units per period.  Table 9 

presents the results of linear random effects models with the same structure as the price 

regressions in Table 4, except that the dependent variables are aggregate emissions and 

emissions volatility, the Baseline treatment values are not included, and the omitted treatment is 

BankPC.  Tables 10 and 11 provide hypothesis tests of treatment differences.  

 

4.2.1 Aggregate emissions 

Table 8 may suggest that there are some differences in aggregate emissions over time in both the 

PC and BankPC treatments.  However, the differences across time intervals for a given treatment 

                                                 

18
 These statements about statistical significance are based on the results of random effects logit models using data 

from Periods 1-13.  For one model the dependent variable equals 1 if the trade occurred at the price ceiling (or above 

in the Baseline case). For the other model the dependent variable equals 1 if the trade occurred at the price floor (or 

below in the Baseline case). 
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are not statistically significant, except for a significant difference (p = 0.07) between average 

emissions in Period 1-2 and Periods 10-13 under the BankPC treatment. In addition, the results 

in Table 9 show that there are no significant differences between the two price control treatments 

in any time interval. It is interesting that, with the exception of BankPC in the last time interval, 

aggregate emissions for each price control treatment in each time interval averaged slightly less 

than the 40 units per period permit allocation. This is important because it suggests that the 

inclusion of symmetric price controls need not have significant effects on aggregate emissions 

over the life of a program.   

However, there are significant time effects in the Bank treatment. Emissions are 

significantly lower in Periods 1-2 than Periods 3-9 (p = 0.02), and significantly higher in Periods 

10-13 than Periods 3-9 (p = 0.00).  This is consistent with individuals building up their permit 

banks early and then drawing down these banks in later periods (recall Figure 2).   

 

4.2.2 Emissions volatility 

Ignoring the Period 1-2 results because of the low number of observations, Table 11 reveals that 

each of the policies in the PC, Bank, and BankPC treatments lead to significant emissions 

volatility. The Baseline, of course, has no volatility because emissions are constant in every 

period. As expected, relative to the Baseline, each of the policies effectively reduces price 

volatility in exchange for a significant increase in emissions volatility.   

The tradeoff between price and emissions volatility is also apparent in comparisons 

among the treatments.  Comparing price and emissions volatility results in Tables 6 and 11 

reveals that a policy that produces a significant reduction in price volatility does not 

simultaneously produce a reduction in emissions volatility. For example, in Periods 3-9, price 
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volatility is significantly lower under the BankPC treatments than under the Bank and PC 

treatments. At the same time, emissions volatility is significantly higher under the BankPC 

treatment than under the PC treatment, and there is not a significant difference in emissions 

volatility between the Bank and BankPC treatments. Symmetrically, a policy that produces 

significantly lower emissions volatility does not produce significantly lower price volatility. 

Again in Periods 3-9, note from Table 11 that emissions volatility is lower under the PC 

treatment than under the Bank and BankPC treatments. In Table 6 we see that the PC treatment 

involves significantly higher price volatility than the BankPC treatment and about the same 

degree of price volatility as the Bank treatment.  

 

5. Conclusion 

We have conducted laboratory emissions trading experiments to investigate the performance of 

banking and price controls in limiting permit price risk produced by uncertain abatement costs. 

Our results yield important lessons for designing emissions markets under abatement cost 

uncertainty. While it is clear that both banking and price controls can limit permit price volatility 

and dispersion, combining the instruments produces important benefits over using either of them 

alone.  Permit price volatility is significantly lower under a combined policy than under banking 

alone or price controls alone, and price dispersion is never significantly higher under the 

combined policy than the separate polices. Thus, combining banking and price controls can 

produce more stable prices across time periods without adding noise to within-period price 

distributions. Moreover, banking alone produces high permit prices in earlier periods that fall 

over time, but the combined policy produces lower initial prices and a flatter time series. This is 

mainly due to the price ceiling suppressing permit prices in early periods, but the price floor 
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likely plays a role because it holds up price in later periods   One potential downside is that each 

measure to contain permit price risk produces higher emissions volatility.  Thus, care must be 

taken when using any of the policies considered in this paper to control a flow pollutant that 

produces strictly convex damages.  
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Figure 1. Permit demand shocks and price controls 
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Figure 2. Mean Permit Prices for Banking Treatments 
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 Figure 3. Mean Aggregate Permits Banked 
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Figure 4. Percent of Trades at the Price Controls over Time 

 

Note: The price controls were not in effect for the Bank treatment. For the purposes of this figure, the price floor 

tracks trades at or below 195. Similarly, the price ceiling tracks trades at or above 265. 
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Figure 5. Distribution of Prices by Treatment, Periods 1-13 
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Table 1. Marginal Production Earnings/Individual Permit Demand Schedules 

Units  

Produced 

   Subject Type 

A  B  C  D 

 L M H  L M H  L M H  L M H 

1 261 330 399  251 320 389  241 310 379  231 300 369 

2 241 310 379  231 300 369  221 290 359  211 280 349 

3 221 290 359  211 280 349  201 270 339  191 260 329 

4 201 270 339  191 260 329  181 250 319  171 240 309 

5 181 250 319  171 240 309  161 230 299  151 220 289 

6 161 230 299  151 220 289  141 210 279  131 200 269 

7 141 210 279  131 200 269  121 190 259  111 180 249 

8 121 190 259  111 180 249  101 170 239  91 160 229 

9 101 170 239  91 160 229  81 150 219  71 140 209 

10 81 150 219  71 140 209  61 130 199  51 120 189 

In each 8-person group, there were two subjects of each type. The sub-headings L, M, H refer to 

Low, Medium and High demand. 
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Table 2. Random Sequences of Demand Shocks 

Period Sequence 1 Sequence 2 Sequence 3 Sequence 4 

1 M M M M 

2 M M M M 

3 H L H M 

4 M L H M 

5 H M M M 

6 M L L M 

7 M H H H 

8 L M H H 

9 M H H M 

10 M H M H 

11 L L M M 

12 H L L M 

13 M H M L 

14  L M M 

15  L M H 

16  H M  

17  L   

18  M   

19  L   

20  L   

L=Low, M=Medium, H=High permit demand. 
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Table 3. Mean Permit Price, Volatility and Dispersion by Treatment and Period Interval
a
 

    Permit Price   

Between Period  

Price Volatility   

Within Period  

Price Dispersion 

Treatment 

 

Periods 

1-2 

Periods 

3-9 

Periods 

10-13 

 

Periods 

1-2 

Periods 

3-9 

Periods 

10-13 

 

Periods 

1-2 

Periods 

3-9 

Periods 

10-13 

Baseline 

 

239.1 232.6 220.9 

 

28.5 42.6 50.8 

 

41.8 19.0 14.5 

  

(33.12) (47.03) (48.75) 

 

(12.75) (30.85) (43.21) 

 

(32.35) (10.26) (7.60) 

PC 

 

227.4 232.6 223.3 

 

8.8 19.1 27.4 

 

10.4 5.4 4.6 

  

(12.84) (24.41) (24.57) 

 

(4.00) (15.49) (20.33) 

 

(3.35) (2.90) (3.68) 

Bank 

 

276.2 250.4 197.5 

 

13.2 22.1 38.9 

 

9.8 14.3 16.3 

  

(20.98) (37.86) (43.90) 

 

(7.01) (19.21) (29.51) 

 

(4.83) (6.97) (9.38) 

BankPC 

 

238.7 236.6 215.8 

 

6.0 9.0 15.5 

 

10.5 9.3 8.9 

    (12.63) (16.59) (14.87)   (4.87) (7.80) (9.22)   (3.34) (6.93) (4.95) 
a
 Standard deviations in parentheses. 

b
 Price volatility is defined as the mean absolute difference in the mean price for a given group between periods t and t–1. 

c
 Price dispersion is defined as the absolute difference between each trading price in a period and that period’s mean price. 
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Table 4. Linear Random Effects Models of Permit Prices, Volatility, and Dispersion 

 Permit price Price volatility
 

Price dispersion
 

Variable Coefficient Std. 

Error 

Coefficient Std. 

Error 

Coefficient Std. 

Error 

Constant 241.74*** 8.67 29.67*** 5.45 15.13*** 3.31 

PC 1.91 8.85 –23.10*** 5.45 –12.80*** 3.23 

Bank 20.32** 8.85 –22.78*** 5.45 –4.79 3.23 

BankPC 7.44 8.85 –33.68*** 5.45 –9.82*** 3.23 

       

Periods 1-2         

Baseline 9.67 10.10 –13.78 9.58 20.64*** 2.53 

PC –7.34 10.10 –11.50 9.58 4.94** 2.53 

Bank 20.21** 10.10 –7.84 9.58 –3.56 2.53 

BankPC 0.94 10.10 –2.97 9.58 1.31 2.53 

       

Periods 10-13        

Baseline –9.47 7.89 5.74 5.62 –3.88** 1.97 

PC –6.14 7.89 6.67 5.62 –0.72 1.97 

Bank –49.50*** 7.89 19.18*** 5.62 1.82 1.97 

BankPC –19.73** 7.89 6.66 5.62 0.22 1.97 

       

Sequence 1 –4.88 8.04 17.24*** 4.77 4.51 3.21 

Sequence 2 –23.83*** 8.04 17.97*** 4.77 4.67 3.21 

Sequence 3 –10.96 9.29 12.15** 5.50 2.04 3.71 

       

# Observations 312  288  312  

# Groups 24  24  24  

*** p < 0.01, ** p < 0.05, * p < 0.1. 
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Table 5. Treatment Differences in Mean Prices  

Treatment difference  Periods 1-2 Periods 3-9 Periods 10-13 

Baseline – PC 15.10 –1.91 –5.24 

Baseline – Bank –30.86** –20.32** 19.71* 

Baseline – BankPC 1.29 –7.44 2.82 

PC – Bank –45.96*** –18.41** 24.95** 

PC – BankPC –13.81 –5.53 8.06 

Bank – BankPC 32.15** 12.88 –16.89 

Values in the table are the difference in estimated average prices between treatments using the 

random effects model in Table 4. Wald chi-squared tests were used to test the null hypothesis of 

no difference in average prices. *** p < 0.01, ** p < 0.05, * p < 0.1. 
 

 

 

 

 

 

 

 

Table 6. Treatment Differences in Between-Period Price Volatility 

Treatment difference Periods 1–2 Periods 3–9 Periods 10–13 

Baseline – PC 20.82 23.10*** 22.17*** 

Baseline – Bank 16.84 22.78*** 9.35 

Baseline – BankPC 22.87* 33.68*** 32.76*** 

PC – Bank –3.97 –0.31 –12.82** 

PC –  BankPC 2.05 10.58** 10.59 

Bank – BankPC 6.03 10.89** 23.41*** 

Values in the table are the difference in estimated price volatility between treatments. Wald chi-

squared tests were used to test the null hypothesis of no difference in price volatility. 

*** p < 0.01, ** p < 0.05, * p < 0.1. 
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Table 7. Treatment Differences in Within-Period Price Dispersion  

Treatment difference Periods 1-2 Periods 3-9 Periods 10-13 

Baseline – PC 28.50*** 12.80*** 9.64*** 

Baseline – Bank 28.98*** 4.79 –0.92 

Baseline – BankPC 29.15*** 9.82*** 5.72 

PC – Bank 0.48 –8.02*** –10.56*** 

PC – BankPC 0.65 –2.98 –3.92 

Bank – BankPC 0.17 5.04 6.64** 

Values in the table are the difference in estimated price dispersion between treatments. 

Wald chi-squared tests were used to test the null hypothesis of no difference in price dispersion. 

*** p < 0.01, ** p < 0.05, * p < 0.1.  

 

 

 

 

 

 

 

 

 

Table 8. Mean Aggregate Emissions and Volatility by Treatment and Period Interval
a,b

 

  Aggregate Emissions   

Between Period 

Aggregate Emissions Volatilityc 

Treatment 

Periods 

1-2 

Periods 

3-9 

Periods 

10-13   

Periods 

1-2 

Periods 

3-9 

Periods 

10-13 

PC 39.8 39.3 36.1 

 

1.0 8.1 10.7 

 

(0.7) (8.4) (9.6) 

 

(0.9) (7.0) (8.5) 

Bank 27.8 37.7 48.0 

 

3.3 15.2 13.0 

 

(5.5) (17.5) (11.9) 

 

(1.4) (12.0) (9.5) 

BankPC 32.8 38.5 41.0 

 

2.7 17.3 16.7 

  (3.3) (15.4) (14.3)   (1.5) (11.2) (11.6) 
a
 Standard deviations in parentheses. 

b
 Baseline omitted because emissions were constant at 40. 

c Emissions volatility is defined as the mean absolute difference in the mean aggregate emissions 

for a given group between periods t and t–1. 
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Table 9: Linear Random Effects Models of Emissions and Emissions Volatility 

 

 Aggregate emissions Emissions volatility
 

Variable Coefficient Std. 

Error 

Coefficient Std. 

Error 

Constant 38.42*** 2.68 13.41*** 2.11 

PC 0.79 2.75 –9.17*** 2.12 

Bank –0.88 2.75 –2.07 2.12 

     

Periods 1-2     

PC 0.50 4.13 –7.14* 4.24 

Bank –9.83** 4.13 –11.90*** 4.24 

BankPC –5.71 4.13 –14.64*** 4.24 

     

Periods 10-13     

PC –3.25 3.23 2.52 2.16 

Bank 10.33*** 3.23 –2.20 2.16 

BankPC 2.45 3.23 –0.64 2.16 

     

Sequence 1 0.87 2.48 4.92** 1.99 

Sequence 2 –1.01 2.48 5.01** 1.99 

Sequence 3 1.08 2.48 3.53 2.29 

     

# Observations 234  216  

# Groups  18  18  

*** p < 0.01, ** p < 0.05, * p < 0.1. 
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Table 10. Treatment Differences in Aggregate Emissions  

Treatment differences Periods 1-2 Period 3-9 Periods 10-13 

Baseline – PC  0.17  0.55  3.92 

Baseline – Bank  12.17 ***  2.21  –8.00 *** 

Baseline – BankPC  7.17  1.33  –1.00 

PC – Bank   12.00 ***  1.67  –11.92 *** 

PC – BankPC  7.00  0.79  –4.92 

Bank – BankPC  –5.00    –0.88  7.00 

Values in the table are the difference in estimated aggregate emissions between treatments. Wald 

chi-squared tests were used to test the null hypothesis of no difference in aggregate emissions. 

*** p < 0.01, ** p < 0.05, * p < 0.1.  

 

 

 

 

 

 

Table 11. Treatment Differences in Emissions Volatility 

Treatment differences Periods 1-2 Period 3-9 Periods 10-13 

Baseline – PC  –1.00  –7.95 ***  –10.67 *** 

Baseline – Bank  –3.33  –15.05 ***  –13.04 *** 

Baseline – BankPC  –2.67  –17.22 ***  –16.67 *** 

PC – Bank   –2.33  –7.10 ***  –2.38 

PC – BankPC  –1.67  –9.17 ***  –6.00 *** 

Bank – BankPC  0.67  –2.07  –3.62 

Values in the table are the difference in estimated emissions volatility between treatments. Wald 

chi-squared tests were used to test the null hypothesis of no difference in emissions volatility. 

*** p < 0.01, ** p < 0.05, * p < 0.1. 
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Appendix: A model of permit banking with price controls 

The stochastic dynamic programming problem is to choose 0 1( , ,...)Q Q , 0 1( , ,...)c cy y  and 

0 1( , ,...)f fy y to solve: 

  0

0

max (1 ) ( , )t c c f f

t t t t t t t

t

E B Q u p y p y 






 
   

 
 . 

 1s.t.  0c f

t t t t t tS S L Q y y        

       0, 0c f

t ty y  .        (A1) 

Our approach to analyzing this problem is the same as Schennach’s (2000), but with the addition 

of the price controls and the random terminal date. Define the value function 

, ,
( ) max ( , , , )

c f
t t t

c f

t t t t t t t
Q y y

V S F S Q y y ,      (A2) 

where 

1

1 1 1( , , , ) ( , ) (1 ) ( ( ))c f c c f f

t t t t t t t t t t t t t t tF S Q y y B Q u p y p y E V S  

        

             ( )c f

t t t t t tS L Q y y     .    (A3) 

We do not multiply the first three terms in (A3) by t  because we are considering decisions in t  

so it must be the case that 1t  .  The first order conditions for tQ , 
c

ty , 
f

ty  and t  can be 

written, respectively, as: 

1 1 1
1

1

( )
( , ) (1 ) t t

Q t t t t t

t

V S
B Q u E

S
     





 
    

 
;    (A4) 

1 1 1
1

1

( )
(1 )c t t

t t t t

t

V S
p E

S
     





 
    

 
, if  , 0c

ty  ;    (A5) 

1 1 1
1

1

( )
(1 )f t t

t t t t

t

V S
p E

S
     





 
    

 
, if  , 0f

ty  ;    (A6) 
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0t  , 0c f

t t t t tS L Q y y     , and   0c f

t t t t t tS L Q y y      . (A7) 

(A4) through (A6) reveal that 
f c

t t tp p p  , so the permit price in a period is bounded by the 

price controls. Moreover, note that  1

1 1 1 1(1 ) ( ) /t t t t tE V S S  

       is the expected present 

value of increasing the bank for 1t  , discounted by the likelihood the program continues into 

that period. Suppose that (A5) holds with equality and 1 0tS    so that 0t  . The resulting first 

order condition implies that when the price ceiling binds, firms will purchase additional permits 

from the government up the point where the expected discounted value (including the 

discount) of adding to the permit bank is equal to the price ceiling. A similar interpretation for 

behavior at the price floor can be gleaned from (A6). (A7) implies that the multiplier attached to 

the no-borrowing constraint in a period is non-negative, the stock of permits at the end of the 

period is non-negative, and the product of the two is equal to zero. Therefore, the multiplier is 

only positive when the aggregate bank of permits is empty at the end of a period—it is equal to 

zero when the bank is not empty.  

Let us now derive equation (3) in the text from (A4). Use the envelope theorem to obtain 

11 1 1 1 2 2 2
2 1 1

1 1 2 1

( ) ( ) ( )
(1 )t t t t t t t

t t t

t t t t

V S F S V S S
E

S S S S
        

  

   

    
    

    
.  (A8) 

Noting that 2 1/ 1t tS S    , (A8) implies  

  11 1 2 2
2 1 1

1 2

( ) ( )
(1 )t t t t

t t t t t t

t t

V S V S
E E E E

S S
     

  

 

     
            

.  (A9) 

With (A4) we can obtain 

  2 2
1 1 1 1

2 2

( ) (1 )
( , )t t

t Q t t t

t t

V S
E B Q u

S





 

   

 

  
  

 
.    (A10) 
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Combine (A4), (A9) and (A10) to obtain 

     1

2 1 1 1 1

1 2

(1 ) (1 )
( , ) (1 ) ( , )Q t t t t t Q t t t t t

t t

B Q u E B Q u E
 

    
 



    

 

  
     

 
, 

which simplifies to  

 1

1 1 1( , ) (1 ) ( , )Q t t t t t Q t tB Q u E B Q u   

     .    (A11) 

(This step makes use of the fact that ( ( )) ( )t t k t k t t kE E x E x    for 1k  ). Since a competitive 

permit market equilibrium in a period requires ( , )Q t t tB Q u p , (A11) implies  

 1

1 1(1 )t t t t tp E p   

    .      (A12) 

Iterating (A12) to n periods ahead yields: 

 

  

1

1 1

1 1

1 1 2 1 2
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

 

 

    

  

    
 

   1 2

1 1 1 2 2   (1 ) (1 )t t t t t t t tE E p       
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1 2 3

1 1 1 2 2 1 2 3 3

1

1 1
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   (1 ) (1 ) ,
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which is equation (3) in the text.  
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