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An Experimental Analysis of Compliance in Dynamic Emissions Markets 

 

Abstract: Two important design elements for emission trading programs are whether and to 

what extent firms are able to bank emissions permits, and how these programs are to be enforced. 

In this paper we present results from laboratory emissions markets designed to investigate 

enforcement and compliance when these markets allow permit banking.  Banking is motivated 

by a decrease in the aggregate permit supply in the middle of multi-period trading sessions. 

Consistent with theoretical insights, our experiments suggest that high permit violation penalties 

have little deterrence value in dynamic emissions markets, and that the main challenge of 

enforcing these programs is to motivate truthful self-reports of emissions.   

 

Keywords: Compliance, Enforcement, Emissions trading, Laboratory experiments, Permit 

markets, Permit banking 
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1. Introduction 

When developing emissions trading programs regulators must address whether and to what 

extent firms are able to bank emissions permits and how these programs are to be enforced. 

Banking allows firms to shift abatement across time in a cost-effective manner and to hedge 

against risk associated with uncertain abatement costs, emissions, and permit prices. Rigorous 

enforcement provisions are required if an emissions market is to limit aggregate emissions.  In 

this paper we present results from laboratory experiments designed to analyze enforcement 

provisions and compliance behavior in emissions markets with bankable permits.  

 Most existing emissions trading programs allow some form of permit banking, including 

the EPA’s SO2 Allowance Trading program, and the European Union’s Emissions Trading 

Scheme (EU ETS). Most proposals for carbon trading schemes also include banking provisions. 

A recent example is the American Clean Energy and Security Act of 2009 (commonly referred to 

as the Waxman-Markey bill after its authors), which passed the U.S. House of Representatives 

on June 26, 2009.1   

 The fundamental enforcement problem in emissions trading is to make sure that firms 

have enough permits to cover their emissions in each compliance period. The SO2 Allowance 

Trading program features emissions monitoring based on the installation of Continuous 

Emissions Monitoring Systems (CEMS), which provide a nearly continuous account of sources’ 

                                                 
1 There is significant variation in banking provisions in existing and proposed programs. The 

SO2 Allowance Trading program allows unrestricted saving of pollution permits for future use, 

but does not allow sources to borrow against future allocations.  The newer generation of 

programs for greenhouse gas emissions tends to allow restricted permit borrowing as well, such 

as the EU ETS and the Waxman-Markey proposal.  
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emissions; a financial penalty for permit violations that has usually been many times higher than 

going permit prices, and an offset penalty for permit violations from next-period allocations. 

Moreover, criminal sanctions are available for false or misleading reporting (Tietenberg 2006).  

Greenhouse gas trading policies usually do not require the installation of CEMS (e.g., the EU 

ETS), so it is likely that emissions monitoring in these programs will be more uncertain than in 

the SO2 program.  These policies do, however, include high permit violation penalties and can 

include very stringent sanctions for misreporting emissions, including criminal sanctions.2  

Despite the importance of banking and enforcement provisions in emissions trading, little 

attention has been given to the relationship between these provisions. One exception is the 

theoretical work of Stranlund, Costello, and Chavez (2005). They argue that imperfect 

monitoring in trading programs with banking provisions implies that these programs must 

include a requirement that sources self-report their emissions.  The reason is that if a firm is not 

monitored in a particular period, then its emissions report is the only piece of information 

available to a regulator to determine how many permits are to be used for current compliance 

purposes and how many are carried into the future. Moreover, misreporting and the failure to 

hold sufficient permits must be distinct violations.3 This is so because a firm that holds enough 

                                                 
2 Permit violations under the Waxman-Markey proposal would be punished with a financial 

penalty that is twice the value of permits during the compliance year, and an offset from the next 

year’s allocation. In the EU ETS sanctions are left up to member states, except permit violation 

penalties must exceed a minimum of EUR 100/ton, which has far exceeded permit prices. Some 

member states can impose prison terms for both permit and reporting violations.  

3 Another theoretical contribution in this area is Innes (2003), but he simplifies his analysis by 

assuming that enforcement consists only of a certain permit violation penalty. The theoretical 
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permits to cover its emissions in a period may be motivated to under-report its emissions to 

increase the size of its permit bank.  In addition, Stranlund et al. argue that high permit violation 

penalties have little deterrence value.  In fact, increasing this penalty does not reduce the amount 

of monitoring necessary to maintain compliance; instead it is the reporting violation penalty that 

plays this role. Thus, the main enforcement challenge for emissions markets with bankable 

permits and imperfect monitoring is to motivate truthful emissions reporting.  

We are not aware of any empirical analyses of compliance behavior in existing permit 

programs. However, Cason and Gangadharan (2006) examined compliance and banking 

behavior in laboratory emissions markets. Subjects in their experiments banked permits because 

they had only imperfect control over their emissions.  They found that permit banking reduced 

price variability associated with stochastic emissions, but that banking led to significant 

noncompliance.  Perhaps because they were focused on how the ability to bank permits affected 

compliance choices, they did not examine the distinct roles played by reporting and permit 

compliance in dynamic emissions markets. While they had their subjects self-report their 

emissions, both permit and reporting violations were punished with the same penalty.  Moreover, 

they did not distinguish between the different violations in their data analysis.  

 We are also interested in the interaction between permit banking and compliance 

behavior, but we designed our experiments to investigate differences between reporting and 

permit enforcement and compliance.  Permit banking in our experiments is motivated by a 

                                                                                                                                                             
literature on compliance and enforcement in emissions trading using static models is extensive 

(including contributions by Keeler 1991, Malik 1990, 1992, and 2002, vanEgteren and Weber 

1996, Stranlund and Dhanda 1999, Stranlund and Chavez 2000, Chavez and Stranlund 2003, 

Stranlund 2007). 
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decrease in the aggregate permit supply in the middle of multi-period trading sessions.4 We 

conducted three treatments. Our first treatment was a simple trading experiment with banking, 

but without the possibility of reporting violations or permit violations.  This treatment served as a 

baseline for our remaining experiments. Our second treatment included the reporting and permit 

compliance decisions, but was parameterized to induce full compliance according the model of 

Stranlund et al. (2005). This treatment featured imperfect monitoring, a modest reporting 

violation penalty, and a very low permit violation penalty. The permit violation penalty was set 

at about ¼ of the predicted permit price.  Reporting and permit compliance rates in this treatment 

were quite high, which supports the hypothesis that high permit violation penalties have little 

deterrence value in emissions markets with bankable permits.  

Our third treatment cut the monitoring probability in half to investigate the consequences 

of weak enforcement on dynamic emissions markets. As expected, there was significant 

noncompliance in this treatment, but nearly all of it involved reporting violations: permit 

compliance in this treatment remained high.  This lends further support to the notion that 

deterring reporting violations is the main enforcement challenge in these environments.  
                                                 
4 The contraction in the permit supply at start of the second stage of the SO2 Allowance Trading 

program was an important motivation for banking during the first stage of program (Ellerman 

and Montero 2007). Of course, there are other motivations for banking emissions permits, 

including uncertainty about future emissions and abatement costs. Permit banking in laboratory 

experiments have been motivated by a variety of reasons. Cason and Gangadharan’s (2006) 

experiments involved stochastic emissions, while subjects in Godby et al. (1997) were motivated 

by both stochastic emissions and a reduction in the permit supply. Cason et al. (1999) focused 

solely on banking motivated by a reduction in the permit supply as we do.  
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Significant reporting violations led to increased emissions and lower permit prices, but subjects 

continued to bank permits to smooth the decrease in the aggregate supply of permits. Our results 

suggest that the main effect of weak enforcement of emissions markets with bankable permits is 

to produce higher emissions, but this occurs via significant reporting violations, rather than 

permit violations.  

 

2. Theory and Research Questions 

In this section we first review the theoretical results of Stranlund, Costello, and Chavez (2005) 

on compliance behavior and enforcement in a dynamic emissions trading. We then use these 

results along with results from related studies to develop the research questions our experiments 

were designed to address.   

 

2.1 Compliance in an emissions trading program with bankable permits 

Consider a risk-neutral firm in an emissions trading program that lasts a finite number of periods 

T.  An exogenous number of permits are freely-allocated to the firm in each period. Each permit 

allows the release of one unit of emissions. Permits can be used to cover current emissions or 

banked for future use or sale. We do not consider borrowing against future permit allocations in 

our experiments.  Let xt be the number of emissions permits the firm chooses to hold at the 

beginning of period t. During t the firm chooses how many permits lt to purchase (lt > 0) or sell 

(lt < 0). Permits trade in period t at a competitive price pt. The firm also chooses emissions et 

during period t.  It has an abatement cost function, c(et), which is strictly decreasing and convex 

and does not vary over the life of the program.  
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Because a trading program with bankable permits but imperfect emissions monitoring 

must include a self-reporting provision, the firm is required to submit a report rt of its emissions 

in t.  Two types of violations are then possible.  A reporting violation occurs in t if the firm 

under-reports its emissions (i.e., et > rt), and a permit violation occurs when the firm does not 

hold enough permits to cover its emissions (i.e., et > (xt + lt)).   

The firm’s emissions report is also its report of its compliance status and whether it is 

banking permits.  If rt > (xt + lt), then the firm is reporting a permit violation. If rt  (xt + lt), then 

the firm is reporting that it is permit compliant and it reports that it is banking permits if rt < (xt + 

lt).  Reported permit violations, permit compliance, and permit banks must be distinguished from 

their actual values.  If actual emissions exceed permit holdings, et > (xt + lt), then there is an 

actual permit violation. If et < (xt + lt) the firm has excess permits to bank, and if et  (xt + lt), 

then the firm is permit compliant.  

A permit registry exists so that at any point in time the regulator has perfect information 

about the number of permits held by a firm, but its emissions are unknown unless the regulator 

audits the firm. To check for compliance in period t, the firm is audited with probability 

[0,1].t    An audit reveals the firm’s compliance status without errors.  Permit violations in 

period t (whether they are revealed in a firm’s emissions report or discovered by the authorities) 

are penalized at t  per unit. In addition, a one-for-one offset penalty is taken from next period’s 

permit allocation. Reporting violations that are discovered through an audit are penalized at t  

per unit, and additional permits are surrendered to cover unreported emissions. Both t  and t  

are constants known by all parties.  

Given its abatement cost function, its permit allocations, and the enforcement parameters, 

the firm chooses time paths for its emissions, emissions reports, and permit holdings to minimize 
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its expected discounted abatement costs plus the value of permit transactions and potential 

penalties over the life of the program. 

With this model, Stranlund et al. derive the firm’s compliance decision rules. Starting 

with the reporting decision, they show that a firm that is violating its permits truthfully reports its 

emissions in any 0,..., 1t T   if 

1(1 ) ( )t t t t t tp         ,       [1] 

where β is a constant discount factor. To interpret this condition, first note that there are two 

reasons a firm may choose to underreport its emissions. One is to cover up a permit violation 

while the other is to carry additional permits into the next period. The expected marginal penalty 

for a reporting violation and the undisclosed part of a permit violation is ( )t t t   .  The 

expected marginal benefit of underreporting emissions is 1(1 )t t tp     , of which 

1(1 )t tp    is the discounted expected marginal benefit of carrying additional permits into the 

next period, and t  is the certain per unit penalty for the part of the permit violation that the firm 

avoids by under-reporting its emissions.   

 On the other hand, if the firm is permit compliant, and perhaps has a positive permit 

bank, its only incentive to underreport its emissions is to increase the size of its bank. In this 

case, [1] is modified by eliminating the permit violation penalty. Consequently, a permit 

compliant firm provides a truthful emission report in 0,..., 1t T   if  

1(1 )t t t tp     .        [2] 

In the last period a firm is only motivated to under-report its emissions to cover up a permit 

violation. Thus, a firm provides a truthful emissions report in T if  

  ( )T T T T     .       [3] 
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 Given some t , t  and 1tp   in 0,..., 1t T  , it is straightforward to demonstrate that 

the monitoring required to induce truthful emissions reporting is higher when the firm is 

violating its permits than when it is permit compliant. That is, the audit probability necessary to 

satisfy [1] is greater than what is necessary to satisfy [2].  However, a regulator does not know if 

a firm is complying with its permits unless it audits the firm, so it cannot choose a different 

monitoring strategy for permit compliant firms than for firms that are violating their permits. 

This suggests that inducing truthful reporting by all firms in all situations requires monitoring 

and penalties for 0,...,t T  so that [1] and [3] are satisfied.  

 Now turn to a firm’s decision to hold permits, given that it has the proper incentive to 

truthfully report its emissions.  Stranlund et al. show that in 0,..., 1t T  , the firm holds enough 

permits to cover its emissions (and perhaps banks permits) if  

  1.t t tp p           [4] 

It is common in actual and proposed trading programs to set unit permit violation penalties that 

are much higher than going permit prices. In contrast, [4] suggests that this penalty only needs to 

cover the difference between the current price and next period’s discounted price in all periods 

but the last one. In fact, the intertemporal equilibrium in a permit market under certainty requires 

that real permit prices be non-increasing across time periods, and that firms will bank permits 

only when real permit prices are expected to remain constant (Cronshaw and Kruse 1996, Rubin 

1996, Kling and Rubin 1997, Schennach 2000). This implies that the permit violation penalty has 

no deterrence role when firms are banking permits. In any case it should be possible to maintain 

compliance in a trading program with bankable permits with permit violation penalties that are 

far lower than going permit prices. 

In the last period of a trading program the firm is permit compliant if  
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  .T Tp          [5] 

The permit violation penalty needs to cover the permit price in the last period because no offset 

penalty is available. 
 

From the compliance incentives [1] though [5], it is easy to see that the permit violation 

penalty in emissions trading programs with bankable permits need not be very high at all.  In 

fact, even though we often think that we can conserve monitoring effort by increasing penalties, 

we cannot do so with a permit violation penalty in this context. We can, however, reduce 

monitoring costs by increasing the reporting violation penalty.5 Thus, deterring permit violations 

is not the most important aspect of enforcing emissions markets with bankable permits. Instead, 

enforcement of an emissions trading program with a banking provision and imperfect monitoring 

should focus primarily on inducing truthful emissions reporting.  

To conclude this section, consider a firm’s emissions decision. Assuming that it is 

violating it permits and misreporting its emissions in 0,..., 1t T  , its interior choice of 

emissions satisfies 

1( ) ( )t t t t tc e p        .      [6] 

That is, the firm chooses its emissions so that its marginal abatement cost is equal to the expected 

sum of the unit reporting and permit violation penalties, as well as the discounted value of the 

unit offset penalty   If the firm is permit compliant (perhaps it is banking permits) then [6] is 

modified by setting 0t   so that we have 1( ) ( )t t t tc e p      .  Regardless of whether the 

                                                 
5 To see this use [1] and [3] to calculate the minimum audit probability at which the firm will 

provide a truthful emissions report in every period. Note that these audit probabilities are 

increasing in the permit violation penalty, but decreasing in the reporting violation penalty.  
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firm is violating its permits, if it is reporting its emissions truthfully then its choice of emissions 

in 0,..., 1t T   is determined by 1( )t tc e p   .  In the last period T, the firm chooses its 

emissions so that ( ) ( ) 0T T T Tc e       if it is violating its permits and misreporting to cover up 

part of the permit violation. If the firm is permit compliant in the last period it chooses its 

emissions so that ( ) 0T Tc e p  . 

 

2.2 Research questions 

The results presented above and previous work on compliance in emissions trading lead us to 

several research questions that we address with laboratory experiments. In these experiments we 

generate a strong incentive to bank permits by reducing the aggregate supply of permits in the 

middle of each multi-period trading session. Firms have an incentive to save permits in early 

time periods to smooth the drop in the permit supply in later periods.  

 Given the tendency to set high permit violation penalties in real emissions trading 

programs and the contrary theoretical suggestion that high permit violation penalties are not very 

useful deterrents, it is important to address the following question:  

 

Research Question 1. Can reporting and permit compliance in an emissions market with 

bankable permits be achieved with imperfect monitoring and reasonable reporting violation 

penalties, but permit violation penalties that are far lower than expected permit prices? 

 

Since imperfect emissions monitoring in a dynamic trading program requires firm self-

reports, and firms can commit both reporting violations and permits violations, an obvious first 

question to ask about weak enforcement of dynamic emissions markets is the following:   
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Research Question 2.  How is noncompliance manifested under a weakly enforced emissions 

market with bankable permits? Is it mainly in reporting violations, permit violations, or some 

combination of the two? 

 

If weak enforcement produces mainly reporting violations, this reinforces the theoretical 

result that the main enforcement challenge in these settings is making sure that firms have the 

correct incentive to report their true emissions. If weak enforcement produces significant permit 

violations, then the theoretical insight may not be correct. Moreover, significant permit 

violations would imply that the violation incentive overwhelms the incentive to bank permits.  

 Regardless of how noncompliance is manifested, if it is significant then it will impact that 

evolution of permit markets. Hence, our experiments address: 

 

Research Question 3. What are the effects of weak enforcement on the paths of aggregate 

emissions, permit prices, and aggregate permit banking? 

 

Of course the ultimate goal of both reporting and permit violations is to pollute beyond 

permitted levels, either now or in the future. Thus, significant undetected reporting and permit 

violations will lead to higher aggregate emissions over the life of an emission trading regulation, 

which, in turn, should lead to lower permit prices. The effect on banking is not as clear. It is 

possible that significant noncompliance could undermine firms’ incentives to save permits, but it 

is also possible that emissions markets retain the ability to allocate permits over time despite 

weak enforcement.   
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 Our next research questions address issues related to individual decisions in dynamic 

emissions markets. A unique feature of permit markets is that changes in enforcement parameters 

can have direct effects on firms’ decisions, as well as indirect effects that work through changes 

in permit prices. Stranlund and Dhanda (1999) show theoretically that increased enforcement 

(either increased monitoring or permit violation penalties) in a static environment with 

widespread permit violations has a negative direct effect on violations but a weaker positive 

indirect effect because increased enforcement leads to higher permit prices. They also show that 

there is no direct effect of enforcement on emissions, there is only a negative price effect.  

Murphy and Stranlund (2006) examined these direct and indirect price effects in their 

experimental analysis of static emissions markets without emissions self-reporting, and found 

strong support for the theory.  We are interested in whether these hypotheses are supported in a 

more complex dynamic environment. Hence, we ask:  

 

Research Question 4. What are the direct and indirect price effects of changes in enforcement 

on firms’ emissions and compliance choices? 

 

 Stranlund and Dhanda (1999) also argue that individual violations in emission markets 

are independent of firm-level characteristics, like their marginal abatement costs or permit 

allocations. We expect this independence result to also hold in a dynamic environment. Consider 

the compliance decisions rules [1] through [5] above. Note that all of these conditions depend 

only on permit prices and enforcement parameters. Since they are independent of exogenous 

firm-level characteristics, firms’ reporting and permit violation choices should be independent of 

these characteristics as well. Thus, we designed our experiments to address the following:  
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Research Question 5. What are the effects of exogenous differences among firms on their 

emissions and compliance choices?  

 

This independence result is important for designing enforcement strategies for emissions markets 

because it implies that a regulator cannot use differences among firms to target its enforcement 

effort. Murphy and Stranlund’s (2007) experiments on static laboratory emissions markets 

support the hypothesis that firms’ permit violations are independent of their abatement costs. 

They do find, however, some evidence that violations may depend in part on initial permit 

allocations, because these allocations determine which firms will buy permits and which will sell 

permits. Nevertheless, they demonstrate that the marginal productivity of enforcement resources 

does not depend on firm-level characteristics, suggesting that these characteristics cannot be used 

by regulators who wish to design enforcement to limit aggregate noncompliance. We do not look 

at the separate effects of differences in firms’ permit allocations and differences in their payoff 

functions on their emissions and violation choices in our experiments, choosing instead to 

examine the combined effect of these characteristics.  

 

3. Experimental Design and Procedures 

3.1 Experimental Design 

Our experiments were designed to address the five research questions above.  We framed the 

experiments as a production decision in which permits conveyed a right to produce one unit of a 

fictitious good to avoid introducing potential biases due to individual attitudes about the 

environment or emissions trading.  Each session was organized into three separate but identical 



16 
 

six-period stages, similar to the approach used by Anderson and Sutinen (2006) in their study of 

trading in fishery quota markets. This provided subjects with an opportunity to gain experience 

with the dynamic environment, adapt, and repeat.  

In each period subjects simultaneously produced units of the good and traded in a 

continuous double auction for permits. The eight subjects in a group were evenly divided into 

one of four subject types.  The distinguishing characteristics of the subject types were their 

marginal earnings from production and their initial permit allocations in Tables I and II. These 

production earnings and permit allocations were the same for all periods in all sessions. We 

induced permit banking by reducing the aggregate supply of permits from 68 in the first three 

periods of a stage to 16 in each of the last three periods. 

At the end of each period, subjects were required to report that period’s production. After 

all reports were submitted, production choices were audited with a known probability.  Permit 

violations that were either voluntarily self-reported or uncovered through an audit were punished 

with a constant per-unit financial penalty. In addition, a subject’s permit shortfall in any period 

but the last was offset by a one-for-one reduction in the subject’s initial allocation of permits in 

the next period. If the permit shortfall exceeded the subject’s initial endowment in the next 

period, then the subject was declared bankrupt and was not allowed to participate in the 

remainder of the stage. If an audit revealed a reporting violation, then the subject was assessed a 

reporting penalty that differed from the permit shortfall penalty and the permits required to cover 

the reporting violation were collected. After the audits, unused permits were banked.  The perfect 

foresight, perfect compliance equilibrium in this environment consists of 42 units of total 

production and an equilibrium permit price between $74 and $79 in each period.   
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3.2 Treatments 

Our experimental design consists of three treatments that differed according to enforcement 

aspects. All other factors were the same across treatments.  

Strong Enforcement: This treatment was designed to induce full compliance using an 

enforcement strategy derived from equations [1] through [5].  We decided to slightly over-

enforce by using an audit probability of 0.7t  , 1, 2,..., 6,t   and assessing permit and 

reporting violation penalties that were about $20 higher than needed to satisfy [1] through [5].  

Since our perfect foresight, perfect compliance equilibrium produces the permit price of about 

$79tp   for each 1, 2,..., 6,t   [4] and [5] suggest that the permit shortfall penalty can be set to 

zero for periods 1 through 5 and $79 for period six. Therefore, we chose $20t  for t = 1,…,5, 

and 6 $100.    

 For the reporting penalty in 1,2,...,5,t   [1] implies that t  needs to be set so that 

1(1 )( )t t t t tp       to induce truthful reporting. (Because subjects are paid their 

accumulated earnings at the end of a relatively short experiment, we assume they are largely 

indifferent as to the period in which earnings are accrued. Consequently, it is appropriate to 

assume 1  ).  If 0.7t  , $20t  , and 1 $79,tp    then $42.43t  .  Setting this penalty 

about $20 higher yields $60t  , 1, 2,...,5.t   We set 6 $60   in the last period as well, 

because from [3], 6 $60   and 6 $100   imply that a monitoring probability of at least 0.625 

should be sufficient to induce truthful reporting in the last period.  

The Strong Enforcement treatment was designed to address Research Question 1. Note 

that we set the permit violation penalty at about ¼ of the predicted permit price for all periods 

but the last. Note as well that the theoretical model allows us to set the reporting violation 
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penalty below the predicted permit price. Despite random monitoring, a modest reporting 

violation penalty and a very low permit violation penalty, we expect very high rates of 

compliance in this treatment.  

Weak Enforcement: This treatment is the same as the Strong Enforcement treatment 

except that the monitoring probability was reduced by half to 0.35,  1,...,6t t   . This should 

lead to significant noncompliance. This treatment allows us to address Research Questions 2 

through 5.  

Forced Compliance:  In this treatment it was not possible for subjects to violate their 

permits or submit false production reports. Since the Strong Enforcement treatment was designed 

to induce full compliance, the outcomes in the Forced Compliance and Strong Enforcement 

treatments should be identical. We included the Forced Compliance treatment to determine if 

allowing subjects to violate their permits or misreport their production changed their behavior, 

even though there was no incentive for them to do so.  

 

3.3 Experiment procedures 

A total of 72 participants were recruited from the general student population at the University of 

Massachusetts, Amherst.  Subjects were told that to be eligible they had to participate in four 

two-hour sessions (two days a week for two consecutive weeks). Subjects were paid $5 for 

agreeing to participate and showing up on time for the first session and were then given an 

opportunity to earn additional money in each experiment. Subjects earned experimental dollars 

(E$) that were converted to US dollars at a pre-announced exchange rate.  Subjects were paid in 

cash at the end of the final session. Average earnings per session ranged between $14.69 and 

$33.22, with a mean of $25.00 (=3.15).  
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 Subjects were recruited into one of three separate 24-person cohorts (labeled I-III in 

Table III).  The composition of the 24-person cohort was the same in all four two-hour sessions. 

Before the start of each session, the cohort was randomly sub-divided into three eight-person 

groups. Hence, group composition was constant for all three stages within the session, but varied 

across sessions. The experiments were conducted in a computer lab at the University of 

Massachusetts-Amherst using software designed in Visual Basic specifically for this research.  

To familiarize subjects with the experiments, the first of the four sessions was for training 

purposes.  During the trainer, subjects first read the online instructions, which included 

interactive questions to ensure that they understood the instructions before proceeding.6 They 

then participated in a two-stage practice experiment. The first stage of the practice experiment 

followed the same rules as the Forced Compliance treatment (but with different parameters), and 

the second stage followed the rules of the Strong Enforcement treatment (again with different 

parameters).  The data from the trainers were not included in the analysis.    

After the training session on the first day, each cohort participated in three real-data 

sessions, under the column heading Session 1, 2, or 3 in Table III. Each of the three 24-person 

cohorts participated in all three treatments, one treatment for each session. The sequence of 

treatments across sessions varied among cohorts as shown in Table III.  For example, all three 

eight-person groups within Cohort I participated in three separate but identical six-period stages 

of the Weak Enforcement treatment in their first real data session.  

The experiments were designed for a total of 27 stages per treatment (three cohorts  

three groups within a cohort three stages per group within a session).  After dropping stages in 

which there were bankruptcies or computer problems, the results discussed in the next section 

                                                 
6 The experiment instructions are available at JEEM’s online repository website.  
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include 23 completed stages in the Forced Compliance treatment and 25 in both the Strong 

Enforcement and Weak Enforcement treatments.7  Table IV provides the details of how many 

group-level observations we have for each stage and treatment 

Subjects produced each unit of the good sequentially by clicking on a button that initiated 

the production process.  Production of a single unit took 10 seconds.  After production of the unit 

was completed the “Earnings from Production” were immediately added to the individual’s cash 

balance.  Subjects were able to “plan” future production within the period by indicating the total 

number of units to produce.  Once production of a unit was completed, if there were any 

“planned” units, the 10-second production process for the next began automatically. Subjects 

could increase or decrease their “planned” production, but units that were “in progress” or 

“completed” were committed and could not be changed.  

During a market period, subjects could alter their permit holdings by trading in a 

continuous double auction.  In the permit market, individuals could submit bids to buy or asks to 

sell a single permit (provided that they had a permit available to sell).  The highest bid and 

                                                 
7 In total, 8 of 81 stages were dropped. Four of these were due to computer problems in the 

Forced Compliance treatment. Four of 54 stages were dropped because of bankruptcies in the 

Strong and Weak Enforcement treatments. All of these were due to subjects who did not have a 

large enough permit allocation in a period to cover an offset penalty from the previous period. 

Three of these bankruptcies were in stages that gave the subjects their first opportunity to be 

noncompliant. The fourth bankruptcy occurred in session 1 stage 2. It is plausible that these 

bankruptcies reflect subject inexperience. Our design does not allow us to test whether the risk of 

bankruptcy affected individual production and compliance choices. This is an interesting area for 

future research.  
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lowest ask price were displayed on the subjects’ computer screens.  A trade occurred whenever a 

buyer accepted the current ask or a seller accepted the current bid.  After each trade, the current 

bid and ask were cleared and the market opened for a new set of bids and asks.  The trading price 

history was displayed on the subjects’ screens.  

Each period lasted a total of four minutes.  The permit market was open for the entire 

period, but production had to be completed in three minutes, which was more than sufficient for 

each subject to produce up to their capacity constraint.  We provided the additional minute of 

permit trading to give subjects a final opportunity to adjust their permit holdings. (Such a 

reconciliation period is common in emissions markets).  The computer screen displayed the time 

remaining for both the production and the permit markets. 

 Since it was possible for individuals to lose money either through permit trading or 

penalties, we implemented two bankruptcy rules.  First, if a subject’s cash balance ever fell 

below negative E$800, he or she was declared bankrupt and no longer allowed to participate in 

the current stage.  Second, a subject was also considered bankrupt if the offset penalty for 

reported and uncovered permit violations exceeded his or her permit allocation in the next 

period. 8  

 To help subjects understand how to allocate their permits across time periods, in all 

treatments the instructions explained that the best way to use their permits was to spread them 

out evenly over time.  In addition, the software included an “even use” calculator that indicated 

how to smooth production in the remaining periods based on the current permit bank plus all 

                                                 
8 We also instituted a price ceiling of E$400 above which offers to trade permits were not 

allowed.  This ceiling is well above the highest possible marginal production benefit (i.e., E$161) 

and was never reached.   
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future permit allocations. The calculator did not reveal optimal production or permit trading 

behavior. This is like the planner used by Godby et al. (1997). At the end of each period, subjects 

were given a summary of their production earnings, revenue or expenditures from permit trades, 

any penalties for the period, and a running tally of their cumulative cash balance.  

 

4. Results 

In this section we present the results of our experiments. We begin with an examination of 

aggregate-level outcomes before proceeding to individual production and compliance choices.  

 

4.1 Aggregate compliance  

Aggregate permit and reporting violations in the Strong Enforcement and Weak Enforcement 

treatments are summarized in Table V. Since the Strong Enforcement treatment was 

parameterized to induce perfect compliance, permit and reporting violations were infrequent. 

Subjects complied with their permits about 96% of the time, and half of the permit violations 

were only one-unit violations. This suggests that some subjects “tried out” permit violations from 

time to time, but they were not motivated to violate their permits systematically. There were 

more reporting violations (8.25%) than permit violations (4.08%), but again roughly half of the 

reporting violations were one-unit violations.  Hence, in response to Research Question 1, these 

results suggest that high rates of compliance can be achieved in emissions trading programs with 

permit banking despite imperfect monitoring, low permit violation penalties, and modest 

reporting violation penalties. 
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 As expected, there were significantly more reporting violations in the Weak Enforcement 

treatment.9 Note, however, that permit violations remained quite low (8.42%), with one-unit 

violations making up about half the permit violations.10  We will see shortly that there was a 

significant amount of banking in the Weak Enforcement treatment, and infrequent permit 

violations are consistent with significant permit banking.  27.42% of reporting choices under the 

Weak Enforcement treatment were violations, two-thirds of which were violations of 2 units or 

more. With regard to our Research Question 2, the main effect of weak enforcement is to 

encourage substantial reporting violations rather than permit violations.  

 

4.2 Aggregate Production 

Since the Strong Enforcement treatment was designed to produce high rates of compliance, and 

largely did so, we should not observe systematic differences in aggregate production between the 

                                                 
9  The repeated observations for each individual over the 3 stages and 6 periods for a group are 

not independent. To avoid this independence problem, we use a Wilcoxon-Mann-Whitney rank 

sum test to compare the distribution of the mean reporting violation for each of the nine groups 

in the Weak Enforcement treatment with those of the nine groups in the Strong Enforcement 

treatment (one observation per group).  With p = 0.00, we reject the null hypothesis that the 

distributions are the same. 

10 There is a small, but statistically significant, difference in permit compliance rates between the 

Strong and Weak Enforcement treatments. With both permit compliance rates above 90%, the 

differences are not economically significant. Using the same approach described in footnote 9, 

results from a Wilcoxon-Mann-Whitney rank sum test of the null hypothesis that the distribution 

of mean permit violations of Strong and Weak Enforcement are equal is rejected (p = 0.04). 
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Strong Enforcement and Forced Compliance treatments. However, significant reporting 

violations in the Weak Enforcement treatment should lead to an increase in aggregate production 

as these reporting violations are associated with random additions to permit banks because of 

imperfect auditing. Figure 1 presents a plot of mean aggregate production over time by 

treatment, and each of the three panels represents a stage. There are two patterns worth noting 

that are consistent with expectations. First, in all three stages average aggregate production is 

highest in the Weak Enforcement treatment. Second, aggregate production in the other two 

treatments appears to be similar. Both patterns are most pronounced in stages two and three. 

 To test for treatment effects on aggregate production, Table VI presents the results of 

three linear random effects models of the general form 0gt gt g gty x v      . Group-level 

random effects are gv  N (0, 2
v ), gt  N(0, 2

 ) is the idiosyncratic error term, and xgt is a 

vector of independent variables (including interaction terms) for group g in period t = 1,…,6. The 

dependent variable, ygt, in Table VI is aggregate production.  WeakEnforcement and 

StrongEnforcement are dummy variables for their respective treatments; Periods 4-6 is a dummy 

variable that equals one in the last three periods of a stage and zero otherwise. This grouping of 

the last three periods into a single variable coincides with the reduction in the aggregate permit 

supply. Possible learning effects can be manifested in two ways. Recall that after a 2-hour 

training session, all subjects participated in a series of three real data sessions on three separate 

days with a different treatment in each session (see Table III).   The dummy variables Session1 

and Session2, and their interaction with the treatment variables, control for possible learning 

effects across sessions. The other potential source of learning is through repetition of the same 

treatment within a particular session in a series of three identical 6-period stages.  To account for 

this, Table VI includes three separate regression models, one for each stage. The constant in 
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these regressions is interpreted as aggregate production in the Forced Compliance treatment in 

periods 1-3 of session 3.   

 As expected, there is no statistically significant difference in aggregate production 

between the Forced Compliance and Strong Enforcement treatments. None of the coefficients on 

StrongEnforcement or its interactions with sessions and periods are statistically significant. In 

addition, we tested the robustness of this result with chi-square tests for all 18 combinations of 3 

stages  3 sessions  2 three-period intervals, and in all cases we failed to reject the null 

hypothesis that aggregate production is equal in the Forced Compliance and Strong Enforcement 

treatments.11  Our conclusion about whether production is significantly higher under Weak 

Enforcement is somewhat sensitive to learning effects in stage 1. We are unable to reject the null 

hypothesis that aggregate production under the Strong Enforcement and Weak Enforcement 

treatments are equal in stage 1. However, consistent with expectations the null hypothesis is 

rejected in every three-period interval and session of stage 3. This addresses the first part of our 

Research Question 3. Higher production due to weak enforcement is not surprising, but two 

elements of this finding are new with this study. First, when there is significant motivation to 

bank permits, the pathway from weak enforcement to higher aggregate emissions is through 

significant reporting violations, rather than permit violations (see Table V). Second, it is clear 

                                                 
11  For example, to test the null hypothesis that aggregate production in the Strong Enforcement 

treatment equals that of the Forced Compliance treatment in Periods 4-6 of Stage 2 Session 2, we 

conducted the chi-square test of the hypothesis StrongEnforcement + (StrongEnforcement 

Periods4-6) + (StrongEnforcement Session2) = 0 using the Stage 2 regression model. 

Throughout the paper, we follow a similar approach to test robustness of conclusions over all 18 

combinations of periods, stages and sessions. 
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that weak enforcement does not undermine the value of banking to smooth production over time. 

Recall that the aggregate permit supply was 68 per period in periods 1-3, and reduced to 16 per 

period in periods 4-6.  We do not observe the steep drop in production in the later periods that 

would occur if subjects failed to bank permits effectively.  

 

4.3 Banking 

To smooth production in anticipation of the sharp decline in the aggregate permit supply in 

periods 4-6, permits should be banked in the first three periods and then withdrawn in the last 

three. This is precisely the pattern we observe in Figure 2 which shows the mean quantity of 

permits banked over time for each treatment in each stage.  In all three treatments, the number of 

permits banked increases for the first three periods and then declines at about the same rate in the 

last three periods. Any differences among treatments in the quantity banked in Figure 2 are 

relatively small. Moreover, the key concern is the overall pattern of banking.  

Table VII presents the results from three linear random effects models of aggregate 

banking. The framework is similar to that presented in Table VI, with two exceptions. The first, 

of course, is the dependent variable, ygt, in Table VII is the aggregate quantity of permits banked 

by group g in period t. Second, the period variables are defined differently.  Figure 2 shows the 

permit bank growing for the first three periods, then sharply reversing course in the last three 

periods.  For the period variable, we constructed a linear spline with a knot at period four.  The 

variable Periods1-3 equals the period number for the first three periods and equals three for the 

last three periods. The variable Periods4-6 equals zero for the first three periods and equals 

period number minus three for the last three periods. Note that this implies Periods1-3 plus 

Periods4-6 equals the period number.  
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From Table VII, we can see that the permit bank grows by about 26 permits per period in 

the first three periods, and is then drawn down at a roughly comparable rate, about 27 permits 

per period in the last three periods. This pattern of banking over time is consistent across all three 

treatments.  Using the same approach described in the previous section to account for session, 

stage and period effects, the results in Table VII suggest that there are no statistically significant 

differences in the size of the aggregate permit banks in the Forced Compliance and Strong 

Enforcement treatments, as expected. Weak Enforcement also has no effect on banking in the 

first two stages. However, in Stage 3, there is a weakly significant increase in aggregate banking 

levels. With regard to Research Question 3, the most important lesson here is that, despite strong 

incentives to be noncompliant under the Weak Enforcement treatment, individuals still used the 

banking provision to build up their banks in early periods to smooth the drop in the aggregate 

supply of permits in later periods. Thus, weak enforcement need not prevent pollution sources 

from allocating production through time in a reasonably efficient way. 

 

4.4 Permit prices 

Significant reporting violations, higher production, and banking under the Weak Enforcement 

treatment should be reflected in lower permit prices.  Figure 3 presents a plot of the mean permit 

prices over time and stage by treatment, and as expected Weak Enforcement has the lowest 

prices.  More formally, Table VIII presents the results of three linear random effects models of 

permit prices using individual trade data. The models follow the basic structure as in Table VI 

with the exception of the change in the dependent variable. As with the previous two tables of 

regression results, hypotheses are tested with 18 chi-square tests to account for the different 

combinations of period  session  stage.  In general, the regression results are consistent with 
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the patterns displayed in Figure 3. Prices in the Forced Compliance and Strong Enforcement 

treatment are statistically indistinguishable in 13 of the 18 chi-square tests.  In addition, prices in 

the Weak Enforcement treatment are significantly lower in all but 5 tests. There is no discernible 

pattern to the exceptions in either case, except that the results are strongest in stages 2-3 and 

sessions 2-3, which suggest that experience may be an important factor.  

 The price levels under the Weak Enforcement treatment suggest that subjects were more 

compliant than theory would predict, even though we observe significant reporting violations in 

this treatment. Recall that a permit compliant firm provides a truthful report in any period but the 

last if and only if 1(1 )t t t tp      .  In our experiments the assumed discount factor is 1  . 

Under the Weak Enforcement treatment (.35)(42.43) 14.85t t     is the expected marginal cost 

of misreporting production. Average prices were around $70 in the second and third sessions and 

stages of the Weak Enforcement treatment; therefore, the expected marginal benefit of 

misreporting is about 1(1 ) (.65)(70) 45.5t tp    , which is more than triple the expected 

marginal cost. Thus, theory would have predicted a combination of higher reporting violations 

and lower permit prices than we observe.12  In response to the price part of Research Question 3, 

weak enforcement leads to lower permit prices, but perhaps not as low as one would expect.  

 

                                                 
12 We are not surprised by this result. That individuals are often not as noncompliant as standard 

theory would predict has been observed in other settings, including in emissions trading 

experiments (Raymond and Cason 2010, Stranlund et al. 2009), tax compliance experiments 

(Torgler 2002, Alm and McKee 1998), and tax compliance in the field (Andreoni et al. 1998).  
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4.5 Individual production and compliance choices 

We now turn to an analysis of individual behavior in our experiments. Table IX contains results 

of three linear random effects models of individual production decisions. The models are of the 

general form 0it it i ity x v      . Individual subject random effects are iv  N (0, 2
v ), it  

N(0, 2
 ) is the idiosyncratic error term, and xit is a vector of independent variables (including 

interaction terms) for subject i in period t = 1,…,6.  AveragePrice is the mean of all trades that 

occurred in a period for a particular group. SubjectTypeB, SubjectTypeC, and SubjectTypeD are 

dummy variables for the subject types identified in Tables I and II.  We have already defined all 

the other variables in these regressions.  Similar regressions were run with session dummies 

interacted with ForcedCompliance and WeakEnforcement; none of these effects were significant, 

so we dropped them to facilitate interpretation of the results.  This has no qualitative effect on 

our conclusions. The constant in these regressions refers to subject type A’s production under the 

Strong Enforcement treatment in the first three periods.  

Table X presents the results from three random effects logit models that estimate the 

probability of an individual reporting violation, by stage, for the Weak Enforcement and Strong 

Enforcement treatments. We choose to focus on the probability of misreporting, rather than the 

size of reporting violations, because of the high compliance rates and the fact that violators 

tended to misreport production by small amounts.  Moreover, we did not analyze individual 

permit violation decisions because these were so infrequent in the Strong Enforcement and Weak 

Enforcement treatments.  

 The results in Table IX indicate that changes in permit prices produced a negative effect 

on production, as expected. More interesting is how weak enforcement affects individual 

production levels.  In their experimental study of emissions trading without banking, Murphy 
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and Stranlund (2006) found that there was no direct effect of enforcement on production 

decisions; rather changes in production arise indirectly through changes in permit prices. Recall 

that this motivated part of our Research Question 4. However, the results in Table IX indicate 

that weak enforcement did have a significant positive direct effect on the production choices of 

most subjects, particularly in stages 2 and 3.13  Although the indirect price effect is significant 

(AveragePrice is negative and significant), it tends to be smaller than the direct effect. In both 

stages 2 and 3, every experimental dollar decline in average permit price had a െ0.07 unit effect 

on individual levels of production. Since average permit prices in both stages 2 and 3 of the 

Weak Enforcement treatment were about $5 less than under the Strong Enforcement treatment, 

the indirect price effect of lower enforcement on individual production in each of these stages is 

about 0.35 more units of production per period.   

 It is unclear why the direct effect of weaker enforcement on individual production is not 

zero, but we suspect that it is related to our finding that subjects were more compliant (in terms 

of production reporting) than theory would predict. In the equilibria of static theoretical models 

of compliance (e.g., Malik 1990, Stranlund and Dhanda 1999), an individual firm’s emissions 

                                                 
13 In six of the 12 chi-squared tests we conducted (4 subject types x 3 stages), we reject the null 

hypothesis of no direct effects of enforcement. For example, in stage 3 the direct effects of weak 

enforcement by subject type are: for subject type A, WeakEnforcement (p = 0.01); for subject 

type B, WeakEnforcement + WeakEnforcement × SubjectTypeB (p = 0.15); for subject type C, 

WeakEnforcement + WeakEnforcement × SubjectTypeC (p = 0.60); and for subject type D, 

WeakEnforcement + WeakEnforcement × SubjectTypeD (p = 0.01).  (Preceding tests are Wald 

chi-squared tests for the null hypothesis that the direct effects are equal to zero). Thus, in stage 3 

the direct effects of weak enforcement are zero only for subject types B and C. 
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and violation are chosen to equate its marginal abatement cost to the expected marginal penalty 

and the expected marginal penalty to the equilibrium permit price.  The fact that then each firm’s 

marginal abatement cost is equal to the permit price produces the result that there is no direct 

effect of enforcement on firm’s emissions, only the indirect effect through the permit price. The 

same three-way equality between marginal abatement costs, the expected marginal penalty, and 

the current permit price holds in the model of Stranlund et al. (2005) when firms are banking 

permits but under-reporting their emissions. However, we have already noted that the permit 

price tends to exceed the expected marginal penalty for reporting violations under the Weak 

Enforcement treatment, so the three-way inequality is broken. From the perspective of the 

Stranlund et al. model, recall from the discussion of equation [6] that a firm that banks permits 

chooses its emissions so that 1( ) ( )t t t tc e p      . Our observation that we have significant 

reporting violations under the Weak Enforcement treatment while the expected marginal benefit 

of misreporting is higher than the expected marginal penalty implies 1(1 )t t t tp     , or  

1 1( )t t t tp p     . If firms are banking permits, then real permit prices are equal over time (i.e.,

1t tp p  ) which gives us ( ) ( )t t t t tc e p p     . This relationship suggests that a change in 

enforcement parameters can have a direct effect of a firm’s emissions when firms are more 

compliant than theory would predict.  

 This reasoning is consistent with our results concerning the impact of enforcement and 

prices on the likelihood of individual reporting violations in Table X. As expected the direct 

effect of weak enforcement is strongly positive. However, the effect of permit price on the 

decision to misreport production is small, and only significant in stage 2. By contrast, Murphy 

and Stranlund (2006 and 2007) and Cason and Gangadharan (2006) found significantly negative 

impacts of permit prices on compliance.  
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To complete this section, we answer Research Question 5 by turning to subject type 

effects on individual production and compliance decisions. Recall that we expect significantly 

different production levels among subject types because of differences in the marginal 

production earnings, which is precisely what we observe in Table IX. Since subject types A and 

B have higher marginal production benefit functions than types C and D (Table I), their 

production levels are significantly higher.  In contrast, we expect there to be no significant 

subject type effects on compliance decisions because conceptually these decisions are based on 

comparisons of permit prices and expected penalties, none of which vary with marginal 

production benefits or permit allocations. Table X clearly indicates that differences in subject 

types have no effect on individual decisions to misreport their production (none of the subject 

type coefficients are individually or jointly significant).  

 

5. Summary and policy implications  

Our results have several implications for the design and performance of emissions markets that 

include bankable permits. Our most important contribution is to provide support to the 

theoretical conclusion that the most challenging part of enforcing dynamic emissions markets is 

to motivate truthful emissions reporting.  Our results suggest that it is possible to achieve high 

rates of reporting and permit compliance in trading programs with imperfect emissions 

monitoring, a reporting penalty that is less than expected and observed permit prices, and a very 

low permit violation penalty.  It is common in existing and proposed trading programs to set 

permit violation penalties that exceed expected and realized permit prices. Theory and our 

experimental evidence suggest that these high penalties serve little purpose. Moreover, weak 

enforcement is manifested in significant reporting violations, not permit violations. This adds 

additional support for the notion that the main task of enforcement in dynamic emissions markets 
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is to promote truthful self-reporting. This insight is particularly relevant for the newest 

generation of trading programs for greenhouse gas emissions that will not be able to rely on 

continuous emissions monitoring technologies. 

While weak enforcement and significant misreporting led to higher emissions and lower 

permit prices in our experiments, observed prices suggest that subjects did not misreport as much 

as a theory would predict. The expected marginal benefits of misreporting were significantly 

higher (about three times higher) than the expected marginal costs of misreporting.  Moreover, 

despite weak enforcement and significant reporting violations, the permit market continued to 

function; in particular, subjects were able to allocate emissions through time reasonably well. 

This may suggest that weak enforcement may not be as costly as one would predict with a 

standard model of expected-payoff maximizing firms.  

We have also contributed to existing experimental evidence of the determinants of 

individual emissions and compliance decisions in emissions markets. Previous theoretical and 

experimental work on static emissions markets suggests that there is no direct effect of 

enforcement changes on the emissions choices of firms, only a negative indirect effect because 

stricter enforcement leads to higher permit prices. The results from our dynamic environment 

suggest a different conclusion; we found a significant direct effect of enforcement on individual 

emissions for some subject types.  More research is needed to fully understand the role of 

enforcement on firm’s emissions when permits can be banked.  

 Finally, previous work with static models and experiments show that the characteristics 

of firms, such as their marginal abatement costs and their permit allocations, cannot be used by 

regulators who wish to allocate enforcement resources to minimize noncompliance. We have 

shown that this conclusion holds in a dynamic setting as well—there were no subject type effects 
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on individual decisions to misreport in our experiments. The practical implication of this result is 

that regulators do not need information about how individual firms are different from each other 

to set enforcement strategies to reach particular compliance goals.  

 There are many ways that this research can be extended, and we have already mentioned 

a few.  Let us note one more that we think is particularly important.  Perhaps the most difficult 

aspect of designing greenhouse gas trading policies is how to handle the severe uncertainty in 

abatement costs and benefits.  Recent analyses and policy proposals have focused on permit 

price controls in addition to banking provisions to limit uncertainty in emissions markets. 

However, to our knowledge there is no trading program that combines price controls and permit 

banking, so we cannot look to field experience to understand how these two provisions work 

together. It is also not clear what role price controls play in modifying firms’ compliance 

incentives. Well-designed laboratory experiments could provide useful information about how 

permit banking, permit price controls, and enforcement strategies can be combined in emissions 

markets.   
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Table I.  Marginal Earnings from Production  

 Subject Type 

Number 
of Units 

Produced 
A B C D 

1 161 151 129 125 
2 145 134 113 105 
3 130 119 98 88 
4 116 106 84 74 
5 103 95 73 63 
6 91 86 63 54 
7 80 79 53 47 
8 70 74 44 42 
9 61 70 35 38 
10 53 67 27 35 
11 45 59 19 27 
12 37 51 11 19 

  In each 8-person group, there were two subjects of each type. 

 

Table II. Initial Permit Allocations 

 Subject Type  

Period A B C D 
Total 

Permit 
Supply 

1-3 5 5 12 12 68 
4-6 1 1 3 3 16 

  In each 8-person group, there were two subjects of each type. 
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Table III. Sequence of Treatments 
 

Cohort Session 1 Session 2 Session 3 

I Weak 
Enforcement 

Forced 
Compliance 

Strong 
Enforcement 

II Forced 
Compliance 

Strong 
Enforcement 

Weak 
Enforcement 

III Strong 
Enforcement 

Weak 
Enforcement 

Forced 
Compliance 

Each cohort consists of 24 subjects. At the start of each session, each cohort was sub-divided into 
three eight-person groups.  
 
 
 
Table IV. Number of Groups in Each Stage and Treatment 
 

Treatment Stage 1 Stage 2 Stage 3 Total 

Forced Compliance 8 7 8 23 
Strong Enforcement 8 8 9 25 
Weak Enforcement 7 9 9 25 

Each cell contains the number of eight-person groups. 

 
 
Table V. Permit and reporting violations by treatment 

  Percent of Observations 

Strong Enforcement Weak Enforcement 

Violation 
level 

Permit Reporting Permit Reporting 

0 95.92% 91.75% 91.58% 72.58% 

1 2.08% 4.50% 4.17% 9.17% 

2 0.83% 1.75% 1.50% 6.50% 

3 0.42% 0.50% 0.92% 4.67% 

4+ 0.75% 1.50% 1.84% 7.08% 
n=1200 individual compliance decisions in each treatment (25 stage/group combination for each treatment, 6 periods 
and 8 subjects for each stage/group combination)  
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Table VI. Linear random effects model of aggregate production 

  Stage 1 Stage 2 Stage 3 

VARIABLES Coeff. 
Std. 
Err. Coeff. 

Std. 
Err. Coeff. 

Std. 
Err. 

              
WeakEnforcement 1.69 (2.39) 7.17 *** (2.63) 6.39 *** (1.94) 
StrongEnforcement 0.08 (2.37) 3.18 (2.64) 1.15 (1.94) 
Periods 4-6 0.58 (1.61) 2.52 (1.58) 1.25 (1.32) 
WeakEnforcement Periods 4-6 0.89 (2.36) -5.45 *** (2.11) -2.29 (1.82) 
StrongEnforcement  Periods 4-6 2.00 (2.28) -3.36 (2.16) -0.47 (1.82) 
Session 1 0.14 (2.08) -0.06 (2.41) 0.08 (1.71) 
WeakEnforcement  Session 1 0.31 (3.36) -1.61 (2.95) -0.19 (2.29) 
StrongEnforcement  Session 1 -0.19 (2.79) -0.86 (3.07) -0.25 (2.29) 
Session 2 0.08 (2.08) -0.00 (2.41) 0.03 (1.71) 
WeakEnforcement  Session 2 0.97 (2.79) 2.39 (2.95) 3.92 * (2.29) 
StrongEnforcement  Session 2 0.00 (2.94) -1.39 (2.95) -0.75 (2.29) 
Constant 41.46 *** (1.80) 40.74 *** (2.23) 41.29 *** (1.48) 

Observations 138 144 156 
Number of Unique Groups 23   24   26   

Standard errors in parentheses: *** p < 0.01, ** p < 0.05, * p < 0.1. 
 
  



38 
 

Table VII. Linear random effects model of aggregate permits banked 

  Stage 1  Stage 2  Stage 3 

VARIABLES Coeff. 
Std. 
Err. 

 
Coeff. 

Std. 
Err. 

 
Coeff. 

Std. 
Err. 

                
WeakEnforcement 6.78 (6.21)  5.95 (7.38)  6.96 * (4.20) 
StrongEnforcement 2.13 (6.14)  -0.93 (7.42)  -1.20 (4.20) 
Periods 1-3 26.26 *** (1.15)  25.79 *** (1.12)  25.11 *** (0.95) 
Periods 4-6 -26.42 *** (0.76)  -27.42 *** (0.74)  -26.98 *** (0.63) 
WeakEnforcement  Periods 1-3 -3.35 ** (1.68)  -2.96 ** (1.49)  -0.06 (1.31) 
WeakEnforcement  Periods 4-6 -0.47 (1.11)  2.46 ** (0.98)  -0.10 (0.86) 
StrongEnforcement  Periods 1-3 -2.28 (1.62)  -3.09 ** (1.53)  -0.59 (1.31) 
StrongEnforcement  Periods 4-6 -0.99 (1.07)  2.20 ** (1.01)  0.45 (0.86) 
Session 1 2.56 (5.00)  4.50 (6.62)  6.67 ** (3.08) 
WeakEnforcement  Session 1 -4.67 (8.06)  -14.44 * (8.11)  -16.78 *** (4.13) 
StrongEnforcement  Session 1 7.44 (6.71)  -4.56 (8.44)  3.94 (4.13) 
Session 2 -6.22 (5.00)  -6.83 (6.62)  2.61 (3.08) 
WeakEnforcement  Session 2 11.83 * (6.71)  6.22 (8.11)  2.06 (4.13) 
StrongEnforcement  Session 2 9.19 (7.07)  12.00 (8.11)  5.39 (4.13) 
Constant 2.28 (4.62)  5.95 (6.23)  1.05 (3.17) 

  
Observations 138  144  156 
Number of Unique Groups 23  24  26   

Standard errors in parentheses: *** p < 0.01, ** p < 0.05, * p < 0.1. Note that the period variables in this model were constructed 
using a linear spline. 
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Table VIII. Linear random effects model of permit prices 

  Stage 1  Stage 2  Stage 3 
VARIABLES Coeff. Std. Err.  Coeff. Std. Err.  Coeff. Std. Err.
                
WeakEnforcement -1.71 (4.99) -2.36 (3.80) -3.56 (3.16) 
StrongEnforcement 0.23 (4.99) 2.06 (3.80) 2.47 (3.17) 
Periods 4-6 -7.32 *** (1.04) -4.46 *** (0.80) -4.46 *** (0.67) 
Weak  Periods 4-6 4.66 *** (1.44) 7.96 *** (1.03) 4.29 *** (0.87) 
Strong  Periods 4-6 -5.58 *** (1.44) 5.95 *** (1.08) 1.04 (0.91) 
Session 1 13.62 *** (4.98) 6.80 * (3.79) 5.48 * (3.16) 
WeakEnforcement  Session 1 -41.76 *** (7.98) -11.29 ** (4.65) -9.64 ** (4.23) 
StrongEnforcement  Session 1 -4.15 (6.68) -8.09 * (4.84) -10.41 ** (4.23) 
Session 2 2.03 (4.98) 3.03 (3.79) 1.92 (3.16) 
WeakEnforcement  Session 2 -3.02 (6.68) -8.68 * (4.65) -7.20 * (4.23) 
StrongEnforcement  Session 2 3.49 (7.06) -6.19 (4.65) -4.69 (4.24) 
Constant 78.27 *** (3.86) 75.96 *** (3.28) 77.16 *** (2.45) 

  
Observations 2108  2278  2493 
Number of Unique Groups 23    24    26   

Standard errors in parentheses: *** p < 0.01, ** p < 0.05, * p < 0.1. 
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Table IX. Linear random effects estimation of individual production 

Stage 1 Stage 2  Stage 3 
VARIABLES Coeff. Std. Err. Coeff. Std. Err.  Coeff. Std. Err. 
Average Price -0.05 *** (0.00) -0.07 *** (0.01) -0.07 *** (0.01) 
SubjectTypeB 0.52 (0.44) 1.10 ** (0.43) 0.83 ** (0.37) 
SubjectTypeC -0.47 (0.44) -1.08 ** (0.43) -1.45 *** (0.37) 
SubjectTypeD -0.80 * (0.44) -1.73 *** (0.43) -2.19 *** (0.37) 
Periods 4-6 -0.10 (0.15) -0.05 (0.11) -0.12 (0.11) 
WeakEnforcement 0.52 (0.47) 1.00 ** (0.43) 0.97 ** (0.38) 
WeakEnforcement x 

SubjectTypeB -0.56 (0.64) -1.87 *** (0.59) -1.53 *** (0.53) 
WeakEnforcement x 

SubjectTypeC -1.32 ** (0.64) -1.05 * (0.59) -0.77 (0.53) 
WeakEnforcement x 

SubjectTypeD -0.69 (0.64) -0.14 (0.59) -0.01 (0.53) 
WeakEnforcement x 

 Periods 4-6 0.10 (0.21) -0.20 (0.16) -0.08 (0.15) 
ForcedCompliance 0.49 (0.45) 0.45 (0.45) 0.63 (0.39) 
ForcedCompliance x 

SubjectTypeB -0.34 (0.62) -0.70 (0.63) -0.89 (0.55) 
ForcedCompliance x 

SubjectTypeC -0.34 (0.62) -0.68 (0.63) -0.63 (0.55) 
ForcedCompliance x 

SubjectTypeD -0.81 (0.62) -0.69 (0.63) -0.66 (0.55) 
ForcedCompliance x  

Periods 4-6 -0.09 (0.20) 0.11 (0.17) 0.00 (0.16) 
Constant 9.18 *** (0.47) 11.31 *** (0.49) 11.53 *** (0.54) 

Standard errors in parentheses: *** p < 0.01, ** p < 0.05, * p < 0.1. 
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Table X. Random effects logit estimation of the probability of an individual reporting violation  

Stage 1  Stage 2  Stage 3 
VARIABLES Coeff. Std. Err.  Coeff. Std. Err.  Coeff. Std. Err. 
Average Price 0.00 (0.01) 0.05 *** (0.02) 0.03 (0.02) 
SubjectTypeB 0.61 (1.11) 2.17 (1.40) 0.61 (1.40) 
SubjectTypeC 0.16 (1.14) 2.07 (1.39) 0.78 (1.38) 
SubjectTypeD -0.34 (1.20) 2.02 (1.40) 0.31 (1.42) 
Periods 4-6 0.02 (0.45) 0.06 (0.43) -0.19 (0.46) 
WeakEnforcement 1.89 * (1.14) 4.50 *** (1.38) 4.64 *** (1.35) 
WeakEnforcement x 

SubjectTypeB -0.62 (1.52) -2.32 (1.70) -1.73 (1.76) 
WeakEnforcement x 

SubjectTypeC -0.61 (1.54) -2.57 (1.70) -1.66 (1.74) 
WeakEnforcement x 

SubjectTypeD 1.18 (1.56) -2.11 (1.68) -0.42 (1.75) 
WeakEnforcement x  

Periods 4-6 -0.34 (0.56) -1.02 * (0.53) -0.94 * (0.55) 
Constant -4.20 *** (1.35) -9.29 *** (1.95) -7.58 *** (2.19) 

Standard errors in parentheses: *** p < 0.01, ** p < 0.05, * p < 0.1. 
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Figure 1. Mean aggregate production 
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Figure 2. Mean aggregate number of permits banked 
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Figure 3. Mean permit prices 
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